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9.1  Abstract 

     In the emerging Internet of Things (IoT) era, billions of intelligent machines and devices 

are seamlessly interconnected with each other over the Internet to exchange information and 

support decision-making. The IoT is progressively becoming an important aspect of the 

fourth industrial revolution (widely known as Industrial Internet of Things (IIoT)) and 

provides an unprecedented opportunity to revolutionize traditional production and 

manufacturing processes. To achieve the goals and realize the vision of IIoT, a 

communication protocol specifically designed for networks with resource constraints and 

lossy communication links, a.k.a. RPL, has stood out from the crowd and quickly became a 

promising routing protocol for the IIoT. However, the security and privacy issues were not 

the major concerns when RPL was designed, thus, it fails to meet the security requirements of 

IIoT. In this chapter, RPL routing protocol and its major component, Trickle algorithm, are 

first introduced. Then, we identify and analyze various RPL-specific attacks in the IIoT, 

discuss their corresponding countermeasures, and present their performance impact via 

preliminary simulation results. Finally, we conclude the chapter with future research 

directions including interdisciplinary aspects and insights.  
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9.2  Introduction 

     As we enter the third decade of the 21st century, we are heralding the dawn of a new era 

of Internet of Things (IoT). The conception of IoT, a large number of intelligent objects 

seamlessly collaborating to realize the objectives [1], has spread around the world and 

became an after-dinner conversation for people. For example, leveraging IoT and existing 

state-of-the-art technologies (i.e., 5G, blockchain, and artificial intelligence [2]), industrial 

ecosystem is moving towards the time of Industry 4.0, which is widely known as Industrial 

Internet of Things (IIoT) [3]. According to GlobeNewswire [4], the productivity benefits of 

IIoT are about to reach $265 billion in 2027. For example, according to the market survey 

report from Statista, the number of active IoT objects all over the world will reach 39 billion 

by 2025. As the usage of IIoT continues to grow across the world, there are high-demand jobs 

and employments in areas like data science, cybersecurity, and engineering & operations [5]. 

Data and information are at the core of IIoT. The true value of a ton of data and information 

generated by IIoT smart devices is to provide new insights for industry after being processed 

by various statistical and analytical techniques. As a substantial amount of data and 

information are being stored and processed, protecting them from escalating cyber attacks 

becomes a challenging issue. For example, ransomware can target IIoT device hardware as 

well as applications and data. From July to September 2020, Check Point Research has 

reported that the daily average number of ransomware attacks increased by 50% compared to 

the number obtained from January to June 2020. To protect various assets of IIoT, security 

experts need to be well-prepared with basic and advanced cybersecurity technologies such as 

intrusion detection and prevention systems, threat modeling and security analysis, and attack 

detection and defense. As industries keep investing in various IIoT technologies, it is no 

wonder that the IIoT makes significant contribution to the progress of mankind. 
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     To achieve the goals and realize the vision of IIoT, efficient communication and reliable 

information distribution in the IIoT have an important role to play, deservedly, routing 

protocols come into the spotlight. The main goal of a routing protocol is to specify how IIoT 

devices communicate with each other to distribute information, which makes all IIoT devices 

be able to select routes between them in the IIoT network. Over the past few years, routing 

protocols of IIoT have received burgeoning attention in industry as well as academia. A 

telling example is the recent revelation that Cisco and IETF collaborate to propose a new 

communication scheme for networks with resource constraints and lossy communication 

links [6], called RPL [7], to address the devices with resource constrains such as those in the 

IIoT. In RPL routing protocol, there are a group of routing attributes which can be regarded 

as either routing constraints or routing metrics. If the routing attribute is being used as a 

constraint, the attribute can prune IIoT devices and communication links from candidate 

paths that do not respect the constraint. On the other side, the routing attribute is able to 

determine the least cost path if being used as a metrics. In academia, the authors in [8], [9], 

[10], [11], [12] proposed various communication protocols to improve the communication 

efficiency of IIoT network devices. For instance, in [13], the researchers design a tree-based 

communication protocol for IoT environment, where the consumption of energy and the 

delay of communication could be reduced by adopting a mobile sink. In order to maintain the 

routes in the IoT network, two approaches are introduced. The first approach is designed 

based on the traditional geographic routing protocol so that the consumption of energy can be 

properly balanced. The second approach tries to use a small number of control packets to 

maintain the tree-based routing structure. Assuredly, the above facts are enough to prove that 

routing protocols are the cornerstone of IIoT, and should be treated with respect. 

     When network engineers and academic researchers design or propose routing protocols, 
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however, functionality is their major focus, whereas security is an afterthought. 

Consequently, many well-performed routing protocols shine in a nurturing environment (i.e., 

network simulation), but fail in the realistic environment because they did not consider the 

security and privacy issues in their design. For instance, RPL routing protocol has several 

intrinsic and charming characteristics such as automated configuration, dynamic reaction to 

the change of network structure, routing loop correction, and the availability of different 

network instances [7]. To be specific, the feature of automatic configuration will make the 

network be able to discover routing paths dynamically. In terms of loop detection and 

avoidance, RPL routing protocol has an ability to identify routing loops whenever the 

topology of network changes, and is able to repair the routing loops. Basically, RPL is 

believed to be one of promising candidate communication algorithms for the IIoT because it 

has many attractive features that make it easier to satisfy various industrial applications’ QoS 

requirements. Although RPL routing protocol has sufficient maturity, several challenging 

problems still remain unsolved. For example, according to RPL specification, the 

implementation of various security features is partially or fully optional because of concerns 

about system performance. As a result, RPL routing protocol becomes vulnerable to several 

well-known attacks inherited from wireless network and RPL specific attacks [14]. 

     Although a large amount of effort has been dedicated to evaluating and enhancing RPL 

routing protocol’s performance in various applications/systems, we will discuss the issues of 

security and privacy in RPL, mainly focusing on security attacks and countermeasures in the 

IIoT. This chapter is motivated in the matter of two facets. First, we concentrate on RPL 

routing protocol and Industrial Internet of Things, which are currently attracting a lot of 

attention because of their wide applicability. We carefully analyze the RPL routing protocol 

as well as the Trickle communication algorithm so that other researchers can obtain a better 
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understanding about the RPL-based IIoT. Second, we select state-of-the-art RPL specific 

attacks, and analyze their malicious operations as well as performance impact on IIoT, which 

highlights the necessity of advanced defense mechanisms and countermeasures to protect 

RPL-based IIoT. In this chapter, RPL routing protocol and its major component, Trickle 

algorithm, are first introduced. Then, we identify and analyze various RPL-specific attacks in 

the IIoT, and discuss their corresponding countermeasures. Finally, we conclude the chapter 

with future research directions including interdisciplinary aspects and insights. 

9.3  Related Work 

     Since RPL routing protocol was released, many academic researchers and industrial 

engineers have investigated the security and privacy issues of RPL, and proposed state-of-

the-art countermeasures to defend against various attacks. 

     In [15], the authors develop an intrusion detection system (also called DETONAR) to 

defend against RPL specific attacks in the IoT. First, the authors conduct extensive 

experiments and collect network traffic for several RPL specific attacks. The simulation 

results have been prepared and presented as a Routing Attacks Dataset for RPL (RADAR). 

Second, they develop an IDS, DETONAR, to detect some security attacks in RPL routing 

protocol. The main technique being utilized by DETONAR is the packet sniffing, where a 

group of security policies (signature/anomaly-based rules) are adopted to detect suspicious 

activities from incoming Internet traffic. As reported by their experimental results, 

DETONAR’s positive detection rate exceeds 80% for ten attacks with a small amount of 

computation overhead. The authors in [16] first investigate the version number attack which 

try to exhaust network resources (e.g., energy power, memory storage, and computation 

capability) by targeting the global repair mechanisms of RPL routing protocol. And then, 

they propose a version number attack detection mechanism. In the feature extraction method, 
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a step forward feature selection scheme is used to choose the ideal features. Simulation and 

experiment results demonstrate that the detection mechanism is very competitive with good 

performance in detection accuracy and computation overhead. In [17], the authors conduct a 

literature review regarding RPL-related IDS in the IoT. [17]’s main contribution is that the 

authors identify several basic design requirements for intrusion detection systems based on 

various security attacks and their impacts. In addition, the authors discuss the best practices 

and research gaps in the research community of intrusion detection systems. 

     In [18], the authors put their efforts on a DODAG Information Solicitation (DIS) attack, 

investigate the attack characteristics, and then design a defense mechanism in IoT network 

running with RPL. In the DIS attack, the adversary multicasts DIS messages to frequently 

reset the timer of DODAG Information Object (DIO) messages, resulting in control messages 

congestion in the network. To identify the DIS attack, the researchers propose a 

countermeasure which can reduce the response rate of DIO messages to DIS messages. The 

experimental study has proven that the communication overhead as well as energy 

consumption can be reduced. The authors in [19] propose a deep learning based detection 

mechanism to detect/mitigate hello flooding attack in the IoT setting. The primary goal of 

hello flooding attack is to consume the limited resources of IoT devices. The authors conduct 

experiments with the comparison of existing benchmark schemes such as SVM and logistic 

regression. The authors in [20] investigate sybil attack and propose a defense mechanism. 

The basic idea is that all nodes are organized into a tree structure and each non-leaf node 

stores a detection table in the memory.  When receiving a packet, the node examines the 

piggybacked source node ID and previous hop node ID with the entries in the detection table.  

If there is no matched entry, the piggybacked source node ID and previous hop node ID are 

added in the detection table. If there is a matching entry in the detection table, the receiving 

node broadcasts an alarm packet to announce the suspected sybil attack. After careful 
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analysis, it is found that the proposed scheme has a huge computation and storage overhead. 

E.g., if there are a huge number of entries in the detection table, the sybil attack detection 

overhead will significantly increase. In [21], the authors identify a new RPL specific attack, 

named non-spoofed copycat attack, and investigate its performance impact against IPv6 

based wireless personal area networks. Through exploiting non-spoofed copycat attack, 

attackers implicitly monitor the DIO messages of neighbors, and then replay the captured 

DIO messages several times. The primary purpose of non-spoofed copycat attack is to affect 

RPL’s performance (i.e., communication latency and packet delivery ratio) in IPv6 based 

wireless personal area networks. 

     In [22], the authors adopt the trust technique to detect sybil attack, where the behaviors of 

devices are evaluated based on the current and old trust values. If a sybil attack is detected, 

the adversary will be assigned with a lower trust value. As a result, the nodes with a lower 

trust value (possibly the adversary) cannot participate the regular routing operations. In [23], 

an intrusion detection system, named SVELTE, is proposed to detect network and routing 

layer attacks. In SVELTE, the intrusion detection scheme and firewall collaborate to examine 

network traffic and identify suspicious activities. In [24], the authors propose a camouflage-

based approach to detect packet dropping attack in wireless networks with energy harvesting 

capability. In the proposed approach, each node intentionally disguises to be energy 

harvesting node (i.e., cannot perform implicit monitoring), and then stealthily monitors 

neighbor node’s forwarding operation. If the adjacent neighbor chooses not to re-send the 

received packet, packet dropping attacks can be detected. In [25], the authors investigate a 

rank attack in the IoT network, where the adversary targets the rank value in RPL routing 

protocol and compromises the rank rule to affect the network performance. In [26], the 

authors propose a authentication scheme using secure hash functions to protect the 

communication from adversaries in the RPL-based IoT. The authors in [27] present an 
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analysis of security threat for RPL. In their work, the potential security challenges and basic 

defense mechanisms are presented and analyzed. In [28], the authors focus on IEEE 802.15.4 

medium access control protocol and its usage and limitation in the IoT environment. A 

survey about denial-of-service attacks against IoT is provided in [29,30]. The authors in [31] 

review the history and development of RPL routing protocol and point out several directions 

for future research. 

9.4  Background 

9.4.1 RPL Routing Protocol 

     The Industrial Internet of Things (IIoT) helps once ‘‘dump’’ devices get more intelligent 

by empowering them to collect, process and send data traffic over the Internet, as well as 

communicate with other IIoT devices and information and communication systems 

seamlessly [32]. The acronym IIoT has a promise of improving the efficiency of regular 

operations with assistance of artificial intelligence, machine learning, and advanced 

wired/wireless communication technologies. But, the IIoT encompasses a broad range of 

industrial-grade applications, and its application range is very wide. Far from being restricted 

to just the concept model, the IIoT can be found in a variety of domains, from ABB Smart 

Robotics, to Airbus Future Factory, to Amazon Smart Warehousing [33]. The IIoT devices 

deployed for these applications typically operate under capacity constraints in terms of 

processing and storage capability, and battery energy [34]. The interconnection links between 

IIoT devices are featured with relatively low data rate and high packet loss ratio. In addition, 

the IIoT network can scale the number of devices from a few dozen to thousands, the 

communication traffic can be classified into one-to-one, one-to-many, and many-to-one 

modes. To achieve efficient and reliable communications in an IIoT environment, the routing 

protocol for networks with resource constraints and lossy communication links [7], widely 
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known as RPL, was proposed by Cisco together with IETF in 2012. 

RPL-based IIoT example is shown in Fig. 1, where there are three DODAGs and two RPL 

instances. Specifically, RPL routing protocol organizes IIoT devices (later nodes) into a 

hierarchical tree structure which is termed the Destination-Oriented Directed Acyclic Graph 

(DODAG). Typically, a DODAG contains a gateway node and a set of regular nodes. Here,  

 

 

Figure 1: IIoT running with RPL, three DODAGs forming two instances of RPL [57]. 

 

the gateway node is termed the DODAG root, connecting with the Internet so that IIoT nodes 

can communicate across several networks. For large-scale IIoT networks (e.g., thousands of 

nodes are deployed in the industrial environment), nodes can be self-organized into numerous 

DODAGs, and DODAGs can be further grouped into different RPL instances. For multiple 

DODAGs from the identical RPL instance, they are given the same RPL instance ID. The 

rationale of creating and maintaining multiple RPL instances is to arrange different tasks in 

the IIoT network, where one RPL instance is responsible for one task and operates 

independently from other RPL instances. For example, two RPL instances can be established 

in the IIoT network, where one is liable for collecting and transferring temperature data, and 

the other is accountable for monitoring the movements of people. Every node has a rank 
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value. The more closer (or far) the node is located from the root of DODAG, the more 

smaller (or larger) the value of rank will be. In addition, the value of rank is being utilized to 

avoid DODAG loops as well as allow nodes to differentiate parent, child, and sibling nodes 

in the DODAG. 

Speaking of traffic flows in RPL routing protocol, three different communication 

paradigms are supported: (i) one-to-one communication; (ii) one-to-many communication; 

and (iii) many-to-one communication. The one-to-one communication is adopted by any 

arbitrary pair of nodes in the DODAG to communicate. When the DODAG root has a 

command to be issued to other regular nodes in the DODAG, it employs the one-to-many 

communication mode. If the normal nodes have data for the DODAG root, they can use 

many-to-one communication mode. 

     In order to realize all the abovementioned functionalities, four control messages are 

defined in RPL routing protocol: DIO, DAO, DAO-ACK, and DIS. DIO message is carrying 

network-relevant information. Usually, the root node of DODAG initiates DIO message to 

form a new DODAG, establish downward routing paths, and assist new nodes to discover 

nearby DODAG to join. DAO message is transmitted by the leaf nodes of DODAG so that 

the upward routing information can be propagated from the leaf nodes to the root node of 

DODAG. DAO-ACK message is utilized to confirm that DAO messages have been 

successfully received. New nodes will adopt DIS messages to join the existing DODAG in 

the network.  

     To maintain DODAG downward routes, RPL routing protocol can be configured to 

operate with either of two modes: (i) caching mode; and (ii) non-caching mode. The basic 

idea of caching mode is that the route information to downwards nodes are stored by each 

node in the memory. For example, if a DAO message is received by a node, it first caches the 

piggybacked route, and then adds its node identifier in the aggregated route and passes on the 
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DAO message to the upward node. When the node receives a packet and the destination is 

one of its descendant nodes, it forwards the packet to the destination node via the cached  

 

 

Figure 2: A flowchart of one-to-one communication with caching model and non-caching 

mode [57]. 

downward route. If its descendant node is not the destination of packet, the packet will be 

sent to the parent node. However, in the non-caching mode, the root node of DODAG is the 

only node who stores route information about downward nodes. Thus, when there is a packet 

to send, the packet has to be sent via the upward route to the root node of DODAG. And then, 

the packet will be forwarded to the destination node via the cached downward route by the 

root node of DODAG. A flowchart of one-to-one communication with caching mode and 
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non-caching mode is shown in Fig. 2. 

9.4.2 Trickle Algorithm 

     In an unstable and hash environment, it is important to regulate the information exchange 

robustly and energy efficiently. The Trickle communication algorithm [35] is designed to 

achieve the goal of information consistency in the network. The logic of Trickle 

communication algorithm is that a node is able to dynamically adjust its packet transmission 

ratio based on the degree of information consistency. RPL’s Trickle communication 

algorithm is adopted to control the transmission rate of DIO messages. Since DIO packets 

usually carry critical network information, as a result, the transmission of DIO packets 

deserves special attention. To be specific, if an inconsistency is detected by a node, the node 

will increase the transmission rate of its DIO packets. On the other side, if there are no 

inconsistent information detected, the node will decrease its DIO packet transmission rate. 

According to [35], six major system parameters are adopted to achieve the goals of Trickle 

communication algorithm.  

• Imin: the lower bound of timer. 

• Imax: the upper bound of timer. 

• k: the redundant parameter. 

• I: the length of current timer. 

• t: a time within the current timer. 

• c: a counting parameter. 
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The pseudocode of controlling DIO packet transmissions is shown in Algorithm 1 [57].  
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9.4.3 System and Adversary Models 

     We assume that the IIoT is composed of a set of DODAGs, where each node has 

constrained computing and storage capability, and battery energy. In the DODAG, the 

DODAG root and regular nodes communicate directly and indirectly via unreliable links. In 

addition, each node is pre-assigned a unique ID [36]. Since the IIoT nodes are usually 

deployed in a wide-open or unattended area, they can be easily captured and compromised by 

the adversary [37]. Through probing attacks, the adversary might be able to access the 

security-critical module of integrated circuit, retrieve sensitive data, and then reprogram it to 

turn it into the malicious node [38]. 

     The IIoT nodes usually need to keep operating for a period of time in the areas of interest 

[39]. If the IIoT nodes are equipped with regular batteries and dedicated in the operations of 

monitoring and communication, their battery power only can last for 5.8 days [40]. 

Consequently, replacing the battery of IIoT nodes becomes inevitable so that the IIoT 

network can survive and continue to operate. However, the IIoT nodes are usually deployed 

in difficult-to-reach locations, thus replacing or refilling batteries becomes very challenging 

or even impossible. Thus, people usually choose to use drones to deploy new IIoT nodes in 

the interest of area to maintain the operation of network [41].  

9.5  RPL Specific Attacks and Countermeasures 

     RPL is vulnerable to various cyber attacks due to the nature of wireless medium, the 

resource constraints of IIoT nodes, and the optional implementation of security mechanisms 

[42]. In addition, the security and privacy issues were not the first concerns when RPL was 

designed, thus it cannot satisfy the security requirements of current critical systems. It has 

been discovered that none of existing IIoT operating systems [43] [44], include the 

implementation of RPL‘s security mechanisms. There are several existing security 
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mechanisms to protect RPL-based IIoT from security attacks, such as intrusion detection 

systems [17] and hash chain authentication technique [45]. These security mechanisms can 

effectively detect outside attackers, however, they cannot defend against any inside attackers. 

An adversary might control a subset of IIoT nodes in the network, and also has access to the 

cryptographic keys so that the cryptographic protection mechanisms can be easily bypassed. 

In the following, several representative RPL specific attacks are presented and their 

corresponding countermeasure is briefly discussed. 

9.5.1  Sybil Attack 

     For a new node, it can transmit a DIS message to request DODAG-related information 

from adjacent nodes to join the network. After receiving the DIS message, the neighbor node 

prepares and responds with a DIO message carrying RPL instance ID, version number, rank 

value, and other network configuration parameters. With those network-relevant information, 

the new node can choose a parent node, calculate the value of rank, and join the network. 

Unfortunately, the attackers can exploit the vulnerability of DIS messages to perform sybil 

attack against the IIoT network [46]. Specifically, the attackers first create many malicious 

DIS packets with fake node IDs, and then broadcast those packets. Here, the fake node 

identifiers could be media access control addresses that are randomly generated by the 

adversary. If a normal node receives the malicious packet, it thinks that fresh nodes are eager 

to become members of network. Based on the Trickle communication scheme, the normal 

node needs to restart its DIO Trickle timeout period, and then broadcast DIO packets. 

However, broadcasting DIO packets will require the normal node to consume energy 

resources [47].  
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Figure 3: Sybil attack. 

 

For example in Fig. 3, an adversary A is launching sybil attack against the legitimate node n1, 

n2, and n4 by broadcasting an attack DIS message with the fake identifier. It is clearly shown 

that n1 and n2 are important bridge nodes between the root node of DODAG and other nodes 

in the DODAG. If the bridge nodes are not available (i.e., consuming all energy resource), the 

network will be divided into several parts. When n1 and n2 receive the DIS message, they 

assume that a non-member node might want to join the DODAG and is soliciting DODAG-

related information from neighbor nodes. According to RPL specification, both n1 and n2 first 

restart their DIO Trickle timeout period to Imin, and then broadcast a DIO message when the 

timer expires. Here, since n1 and n2 are not adjacent nodes, the DIO message from one node 

will not be able to prevent the DIO message from the other node. When the attacker A 

transmits a large number of malicious DIS messages with fictitious ID, n1 and n2 have to 

respond by transmitting the corresponding amount of DIO messages. Due to the frequent 

receiving and sending messages, n1 and n2 will quickly consume their limited power of 

batteries. As a result, the lifetime of nodes will be shortened. When the battery energy is 

completely exhausted, the network partition will be formed in the DODAG, where other 

nodes (e.g., n3) will not be able to communicate with the DODAG root nr anymore. To 
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demonstrate the severe consequences of sybil attack in the DODAG as shown in  

 

Figure 4: The impact of sybil attack [57]. 

 

Fig. 3, a preliminary experiment is conducted in OMNeT++ [48]. According to [35], we set 

Imin = 0.1 sec, Imax = 6,554 sec, and k = 1 in the experiment. In Fig. 4, we obtain the amount of 

DIO packets against the experimental time. According to Fig. 4, it is clearly shown that the 

amount of transmitted DIO messages increase when the length of experimental time 

increases. On the other side, for the scenario without adversary, the number of transmitted 

DIO messages is maintained at the relatively low level.  

     In [49, 50], a Gini coefficient technique is being adopted to detect sybil attack by 

measuring the statistical dispersion. To be specific, during the observation window, every 

network node keeps track of the statistical dispersion of node IDs in the DIS messages, and 

then computes the Gini coefficient. After comparing the Gini coefficient with a pre-

determined boundary value, the legitimate node can detect the existence of sybil attacks. 

However, the proposed Gini coefficient detection scheme has one potential drawback: the 

detection latency and accuracy are closely related to the length of observation window. If the 
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observation window is short, we can expect a low detection latency as well as a low detection 

accuracy. However, if the observation window is long, the detection latency will be 

increased, and we will have a high detection accuracy.  

 

 

Figure 5: Packet dropping attack [57]. 

 

9.5.2  Packet Dropping Attack 

     In RPL routing protocol, the DODAG root needs to issue a DIO packet to form a DODAG 

after the network nodes are deployed in an area of interest. The DIO message is typically 

piggybacked with the ID of root node of DODAG, the DODAG root node’s rank value, as 

well as an objective function. Here, the objective function specifies how each node calculates 

the rank value based on pre-defined metrics. After receiving the message of DIO, if the 

network node plans to join the existing DODAG, the sender ID of DIO message can be added 

to the list of parent nodes. In addition, it computes the value of rank for itself, and then passes 

on the DIO packet piggybacked with its own identifier and rank value to other nodes. If there 

are multiple nodes in a node‘s parent list, the member of parent list having the smallest value 

of rank becomes the preferred parent node. When the network node has data traffic to the root  

node of DODAG, the preferred parent node is automatically selected as the next-hop node to 
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send data traffic. However, an adversary can intentionally put a smaller value of rank in the 

DIO packet and transmit the packet to other network nodes, which make other nodes select 

the adversary as their preferred parent node. So,  

 

Figure 6: The impact of packet dropping attack [51]. 

 

when the adversary receives data traffic from other nodes, it can drop any data packets 

intentionally to deafen the root node of DODAG. 

     For example in Fig. 5, an adversary A is launching packet dropping attack in the DODAG.  

First, the adversary A broadcasts a DIO message with a smaller value of rank to make its 

child node (e.g., n8) to choose it as the preferred parent node. Then, when n8 sends a data 

packet to the adversary A, the adversary A randomly or strategically drops the data traffic 

without forwarding them to the next-relay node (e.g., n2). As a result, the DODAG root nr 

cannot receive the data packet from n8, and the network performance is significantly affected. 

We conduct a preliminary experiment to expose the severe consequences of packet dropping 

attack in Fig. 6, where the packet delivery ratio (PDR) is obtained with changing packet drop 
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rate and channel error rate (rch_err). As shown in Fig. 6, when the packet drop rate increases, 

the PDR significantly decreases. Since more data packets are being dropped by the adversary 

A, less number of data packets can be transmitted to the root node of DODAG and a smaller 

PDR is obtained. In addition, the PDR is significantly affected by the channel error rate 

rch_err. The overall PDR decreases as the rch_err increases. The reason is that data packets 

might get missing in the process of forwarding due to the bad wireless channel quality. 

Consequently, a lower PDR is measured. 

     In [51], a monitor based mechanism is designed to detect/mitigate malicious packet 

dropping behaviors and isolate the adversary from the RPL-based IIoT. After sending the 

data traffic to its preferred parent node, the packet sender continues to monitor the follow-up 

operation of packet receiver. If the packet receiver drops the packet without forwarding, the 

packet sender can compare the ratio of packet loss of preferred parent node with the average 

packet loss rate of adjacent nodes. If the ratio of packet loss of preferred parent node is lower 

or smaller than the average packet loss rate of adjacent nodes, the packet dropping activities 

of adversary can be detected. When the total number of caught packet dropping activities is 

larger than a pre-defined boundary value, the detection node will issue an Alarm packet so 

that all neighbor nodes will not send any packet to the adversary any more. The idea of 

monitor based mechanism is straightforward and easy to implement, however, its 

disadvantage is obvious, too. The pre-defined threshold value should be carefully selected. If 

a larger threshold value is adopted, a higher miss detection rate might be observed. On the 

other side, if the threshold value is too small, a false positive rate will be high.  

9.5.3  DAO Divergence Attack 

     In RPL routing protocol, the caching mode enables network nodes to actively obtain the 

downward routing paths to its descendant nodes through buffering the route information 
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piggybacked in  the DAO messages. Through caching the downward route information, every 

network node has the information about the next-relay node via which the data traffic can be 

delivered to the destination. However, the downward route in the buffer might become stale 

(e.g., one intermediate node  along the route is not available), and the data traffic cannot be 

delivered to the destination if the stale route is selected to send data traffic. Thus, to get rid of 

stale routes from the buffer, the flag of Forwarding-Error in the header of packet is utilized to 

quickly identify the unreachable next-hop node and report the error route in the network. To 

be specific, when a node is unable to send the network traffic to the next-relay node 

according to the cached routing information, it sets the Forwarding-Error flag, creates an 

error message, and then sends the error message to the  

 

 

Figure 7: DAO inconsistency attack [57]. 

 

parent node. When the error message with the Forwarding-Error flag set reaches the parent 

node, the parent node has to remove the reported downward route from its buffer space 

according to RPL specification. Originally, the Forwarding-Error flag is designed to report 

and discard the error route in the network, and finally improve the performance of RPL 

routing protocol. However, this feature might be exploited by attackers to launch DAO 
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divergence attack [52] against the IIoT systems. 

     In Fig. 7, an adversary A receives a data packet from node n2. Instead of forwarding the 

data traffic to the next-relay node n8, the adversary A chooses to drop the data packet. After 

that, the adversary A creates an error packet with the flag of Forwarding-Error set, and 

responds n2 with the error packet. When n2 receives the error packet, it believes that the 

cached downward route to n8 is no longer available, thus, it removes the cached downward 

route from the buffer. To show the severe consequences of DAO divergence attack in the 

IIoT network, we conduct a preliminary experiment. A downward route which consists  

 

Figure 8: The consequences of DAO divergence attack [52]. 

 

of 11 nodes is set up in the network, where node n1 and n6 are the DODAG root and the 

adversary A, respectively. Here, the attack rate indicates how frequently the adversary n6 

replies the error packets with the flag of Forwarding-Error set. Each node’s energy usage 

along the downward route is measured in Fig. 8, where the energy consumption of each node 

(i.e., n1, n2, n3, n4, and n5) located prior to the adversary n6 goes up when attackers perform 
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more attacks. As the adversary n6 generates and replies more error packets, its parent node 

has to discard valid downward routing information cached within the buffer. If its parent or 

ancestral node has network traffic for the same destination later, the parent or ancestral node 

needs to generate and reply an error packet to their corresponding parent node. This is 

because the downward routing information which can be used to reach the destination nodes 

has already been discarded. Consequently, the adversary A’s ancestors along the downward 

route need to respond with error packets, which makes the energy consumption of 

intermediate nodes increase. To defend against DAO inconsistency attack, the parent node 

can set up a dynamic  

 

 

Figure 9: Hatchetman attack [53]. 

 

error packet acceptance rate which is adaptively fine-tuned according to the frequency of 

receiving error packets and the estimated channel error rate. With the error packet acceptance 

rate, each node can prevent the valid downward routes from being discarded. 

9.5.4  Hatchetman Attack 

     In hatchetman attack, when the adversary A receives the data packets, it first creates a 
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huge amount of invalid packets by adding the error route information, and then sends these  

attack packets to normal nodes, which can make normal nodes discard the received attack 

packets and answer with a lot of error messages to the root node of DODAG [53]. In 

consequence, the legitimate nodes not only drop many data messages, but also reply many 

error messages, which waste the limited energy and communication resources. For example 

in Fig. 9, the DODAG root nr generates a packet piggybacked with the route ([r, 1, A, 2, 3, 4, 

5]) and sends it to node n5. When the data packet reaches the attacker A, the attacker A first 

replaces the post-hop nodes (i.e., 3, 4, and 5) of the target node (i.e., n2) with a fake ID of 

destination node (i.e., nf). After that, the attacking packet carrying the error routing 

information ([r, 1, A, 2, f]) is forwarded to the node n2. In the error route, nf is the fictitious 

destination node address which is unreachable. When n2 receives  

 

 

Figure 10: The impact of hatchetman attack [53]. 

 

the packet with the unreachable route, it attempts to send the packet to the node nf. However, 
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nf does not exist in the network and the forwarding operation fails. After that, n2 needs to 

drop the received packet and issue an error message to the root node of DODAG nr. If the 

adversary A transmits the false packet piggybacked with the unreachable routing information 

to each downstream node, all received false packets will be dropped and an error packet will 

be replied by each downstream node. It is shown in Fig. 9 that the attacker A transmits the 

attack packets with the unreachable route to its downstream node, e.g., n2, n3, n4, and n5. 

After receiving the packet with the error route, all downstream nodes need to discard the 

packet. The reason is that the next-relay node is not reachable. Moreover, the downstream 

nodes have to generate and send error packets to the DODAG root nr. In such case, every 

node between the attacker and the destination node has to receive and transmit many error 

packets, which consumes non-negligible amount of energy and communication resources in 

the network. 

     In Fig. 10, the ratio of packet delivery (PDR) is obtained with changing channel error rate 

(rcer) and the percentage of attackers (rap). When rcer is 0%, the highest PDR is obtained. 

Since each node collaboratively forwards the received packets, the destination node will 

receive more packets and the highest PDR is shown. Without hatchetman attack, RPL’s 

performance is vulnerable to the quality of wireless medium, where the PDR is oscillating 

around 76% with rcer = 10%. With rap = 10% and 20%, the smallest PDR is observed by the 

hatchetman attack, comparing to the scenario running traditional RPL routing protocol 

without hatchetman attack. Since the attacker creates a large amount of attacking packets 

with the unreachable destination node and transmit them to the normal nodes, the normal 

nodes will drop more invalid data packets and a lower PDR is obtained. When the number of 

adversaries performing hatchetman attack increases, rap = 20%, the PDR drops below 45%. 

This is because more attackers can create more attack packets with the unreachable route. So, 
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when the normal nodes receive those attack packets, they have to drop them.  

9.5.5  Energy Abusing Attack 

     For RPL, the one-to-one communication is designed for arbitrary pair of DODAG nodes 

to communicate [54]. If the packet sender has a packet to its adjacent neighbor node, it just 

forwards the packet to the adjacent node directly, rather than sending the packet to its 

preferred parent node. In all other cases, the configuration of RPL, either caching mode or 

non-caching mode, will determine how the one-to-one communication is executed. To be 

specific, if the non-storing mode is configured in RPL routing protocol, the nodes, except for 

the DODAG root, do not cache any downward route towards descendant nodes. If there are 

some packets to send, the network node first has to transmit the packet to the root node of 

DODAG via the upward routing path. After receiving the packet, the DODAG root attaches 

the source routing information and transmits the packet to the destination node. However, if 

the RPL routing protocol is configured with storing mode, then each node will store the  

 

 

Figure 11: Energy abusing attack [55]. 

 

downward route towards descendant nodes. If there is a packet to its descendant, the packet 

can be forwarded via the cached downward route and finally reaches the descendant node.  
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Otherwise, the packet is supposed to be sent to the root node of DODAG via sender’s 

preferred parent node. After the packet reaches the root node of DODAG, the root node of 

DODAG will then send the packet to the destination node.  

     In the RPL-based IIoT, the one-to-one communication is often used for sending data 

traffic as well as end-to-end acknowledgments between arbitrary pair of nodes in the  

DODAG. Unfortunately, the one-to-one communication could be exploited by the adversary 

in the malicious manner to affect the performance of network. In Fig. 11, the adversary A 

transmits many data packets to node n7. If RPL routing protocol is configured with non-

caching mode, the data packets have to be first transmitted to the root node of DODAG nr via 

the upward routing path. Then, the root node of DODAG nr attaches the source routing 

information in the data packets and sends them to n7. If the caching mode is being configured 

in RPL routing protocol, the data packets need to be forwarded to the first common ancestor 

of adversary A and node n7, which is the root node of DODAG nr. After that, the DODAG 

root nr forwards all data packets to n7. According to the above analysis, it does not matter 

which mode RPL routing  
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Figure 12: The impact of energy abusing attack [55]. 

 

protocol is currently using, a sequence of intermediate nodes, such as n3, n1, nr, n2, and n4, 

need to send a large number of data packets. However, those many sending operations will 

cause the energy consumption increase. Since each IIoT node has very limited battery power, 

the energy depletion attack can quickly exhaust each node’s battery power, and finally causes 

the network unable to work. 

     In Fig. 12, the energy usage is obtained with varying number of attackers and the attack 

rate (ratk). Here, the attack rate ratk indicates the frequency of sending attack data packets by 

the adversary. It is shown in Fig. 12 that RPL routing protocol achieves the lowest energy 

consumption if there is no adversary in the network. As there are more attackers existing in 

the network, an increasing energy consumption can be observed under energy abusing attack 

(EDA). Since more attack data packets are being generated by the attackers, each 

intermediate node will need to transmit more attack packets. As a result, the energy 

consumption will increase. In addition, the energy consumption increases when attackers 
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perform more attacks. With a larger attack rate ratk, attackers will send more attack data 

packets. As a result, more energy resource has to be consumed by intermediate nodes due to 

frequent receiving and forwarding operations. 

     In [55], the authors propose a detection mechanism to detect/mitigate the energy abusing 

attack based on the nodes’ behaviour in RPL-based IIoT. The logic of the detection 

mechanism is that the number of sent packets during a pre-defined time period is being 

recorded by the adjacent node. Then, the counting number will be compared with a threshold 

value. When the number of sent packets is larger than the boundary value, the energy abusing 

attack can be detected. 

9.6  Conclusion and Future Research Directions 

     The IIoT consisting of seamlessly interconnected smart devices has been seen in various 

industrial domains such as automated monitoring of inventory, quality control, supply chain 

optimization, plant safety improvement, etc. To improve the communication efficiency and 

revolutionize traditional industrial processes, a routing protocol named RPL has been 

proposed for the IIoT. Because the deployment of security mechanisms is missing in RPL 

routing protocol, however, the IIoT is vulnerable to several well-known attacks inherited 

from wireless network and RPL specific attacks. This chapter introduces several 

representative RPL-specific cyber attacks, such as sybil attack, packet dropping attack, DAO 

divergence attack, hatchetman attack, and energy abusing attack, and discuss the potential 

countermeasure against these attacks in the IIoT. 

     To further explore the potential of IIoT, we recommend two promising research domains 

with the trans-disciplinary opinions for future investigation. First, since IIoT devices are 

usually powered by traditional battery, as a result, battery replacement or energy 

replenishment is unavoidable or even impossible [40]. Thus, energy harvesting becomes an 
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ideal solution to extend the lifetime of IIoT devices [24]. Second, the traditional 

cryptographic schemes can provide fundamental protections, i.e., confidentiality, integrity 

and availability. Unfortunately, those cryptographic schemes cannot be directly applied to 

IIoT devices that operate with resource-limited microprocessors [56]. Thus, the lightweight 

security protocols become the only solution to secure IIoT networks. 

     Finally, we believe that this chapter has potential to help researchers discover novel 

research directions to pursue and contribute to the IIoT community through providing the 

detailed discussion of cyber attacks, countermeasures and future research directions. 
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