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Abstract—Low power and lossy networks (LLNs) are rapidly
emerging as an important part of ubiquitous computing, and
serving as a major building block for the communication in-
frastructure in the presence of Internet-of-Things (IoT). Rout-
ing protocol for low power and lossy networks (RPL) is a
novel routing protocol standardized to enable the integration of
resources-constrained devices into the Internet. However, due to
the shared radio medium, the lack of physical protection and
security requirements of inherent routing protocol, low power
and lossy networks are admittedly threatened by diverse Denial-
of-Service (DoS) attacks that primarily disrupt network protocols
and interfere with on-going communications. In this paper, we
propose a monitor-based approach, called CMD, to mitigate
forwarding misbehaviors in LLNs running with RPL, where
single or multiple malicious nodes randomly or strategically
drop any incoming Data packet. The basic idea of the CMD
is that each node monitors the forwarding behaviors of the
preferred parent node to observe the packet loss rate, compares
the observation result with the collected packet loss rate from
one-hop neighbor nodes, and detects the forwarding misbehaviors
of the preferred parent node. We evaluate the proposed scheme
through extensive simulation experiments using OMNeT++ and
compare its performance with the original RPL protocol and the
existing two-step detection scheme. The simulation results show
that the proposed scheme can not only improve the detection rate
and packet delivery ratio (PDR) but also can reduce the energy
consumption and isolation latency.

Index Terms—Forwarding misbehaviors, monitor-based detec-
tion, low power and lossy networks.

I. INTRODUCTION

Internet-of-Things (IoT) and its applications are rapidly
proliferating, where a myriad of multi-scale sensors and de-
vices (later, nodes) are seamlessly blended [1]. As a part of
speedily emerging IoT, it is envisaged that low power and lossy
networks (LLNs), where a set of resources-constrained nodes
with limited processing power, memory storage and battery
energy communicates directly or indirectly via lossy links,
will play an important role in building a ubiquitous computing
and communication infrastructure. With the increasing demand
for resources-constrained nodes to be connected to Internet,
routing protocol for low power and lossy networks, referred to
as RPL [2], has been standardized and receiving a considerable
attention as the communication standard for smart node net-
works. With the prevalence of data mining techniques, cloud
computing and social networking paradigms as well as the
remarkable recent progress in computing power, sensors and
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embedded devices, and wireless communications and network-
ing technologies, we envision that wirelessly connected smart
nodes under IoT will enhance flexible information accessibility
and availability as well as change our lives further.

Due to the lack of physical protection and tamper resistance,
nodes in LLNs can be easily captured, tampered, or destroyed
by an adversary. Although RPL provides optional cryptog-
raphy mechanisms to verify the authenticity and integrity
of control messages while providing confidentiality [2], a
legitimate node compromised by an adversary can still over-
hear, duplicate, corrupt, or alter an on-flying packet because
of open nature of wireless communication. In addition, the
RPL security services proposed in [2], [3] do not address
all possible attacks and are subjected to some threats that
may compromise RPL security to disrupt routing protocol or
interfere with on-going communications [4]. For example, in
RPL, a malicious node can intentionally advertise a better
rank thus making nodes in the DODAG select it as the
preferred parent node, and then selectively or randomly drop
any incoming Data packet on purpose to deafen an intended
DODAG root (or sink).

In this paper, we investigate the forwarding misbehavior and
propose its countermeasure in LLNs running with RPL, where
single or multiple malicious nodes forward all control packets
but randomly or strategically drop any incoming Data packet.
This kind of forwarding misbehavior primarily targets the
network routing vulnerabilities of multi-hop wireless networks
by violating an implicit assumption, i.e., all nodes faithfully
and collaboratively route Data packets to a destination. Unlike
a blackhole attack [3], where a malicious node blindly drops
any incoming packet, it is not trivial to detect this forwarding
misbehavior from temporal node failures or normal packet
losses. In light of this, we propose a monitor-based detec-
tion approach and its corresponding techniques to efficiently
mitigate the forwarding misbehaviors. Our major contribution
is briefly summarized in twofold.

o First, we propose a monitor-based detection approach,
called CMD, in LLNs running with RPL. The basic idea
is that each node monitors the forwarding behaviors of the
preferred parent node to observe the packet loss rate, and
then compares the observation result with the collected
packet loss rate from one-hop neighbor nodes to detect
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the forwarding misbehaviors of the preferred parent node.
The CMD is also incorporated with timeout and one-time
retransmission techniques to recover unexpected packet
losses due to forwarding misbehaviors or bad channel
quality.

o Second, we revisit and implement a prior two-step de-
tection approach [5] and the original RPL [2] without
detection mechanism for performance comparison. In
addition, the original RPL is used as the lower bound
of packet delivery ratio and energy consumption.

We develop a customized discrete event-driven simulation
framework by using OMNeT++ [6] and evaluate its per-
formance through extensive simulation experiments in terms
of detection rate, packet delivery ratio, energy consumption,
and isolation latency. The simulation results indicate that the
proposed countermeasure is a viable detection approach to
forwarding misbehaviors in LLNs running with RPL.

The rest of the paper is organized as follows. Prior schemes
are summarized and analyzed in Section II. The background
work and our motivation with a preliminary result are pre-
sented in Section III. The proposed countermeasure and per-
formance evaluation with extensive simulation experiments
are presented in Sections IV and V, respectively. Finally,
concluding remarks are provided in Section VI.

II. RELATED WORK

In [7], a novel intrusion detection system, called SVELTE,
is proposed to secure IPv6 over Low-power Wireless Personal
Area Network (6LoWPAN) running with RPL from network
layer and routing attacks. In the SVELTE, 6LoWPAN Mapper
gathers information about the RPL network and reconstructs
the network in the border router, and the intrusion detection
module integrated with mini-firewall analyzes the traffic and
detects intrusion.

In [8], a rank attack that aims at the rank property in the
RPL and its impact on the performance are investigated in
wireless sensor networks, where the attacker can compromise
the rank rule to downgrade the RPL performance. Four adver-
sarial scenarios motivated by violating rank rule permanently
and non-permanently and their potential performance impact
are analyzed. In the VeRA [9], a version number and rank
authentication security scheme based on one-way hash chains
are proposed to secure the RPL in LLN, where the misbe-
having nodes illegitimately increase the version number of
DIO message and compromise illegal rank values. In order
to protect against the attackers that send DIO messages with
higher version number values or that publish a high rank
value, the version numbers are binded with authentication data
and signatures. In [10], a topological inconsistency attack that
degrades channel availability and increases energy consump-
tion is investigated in RPL-based LLNs, where a malicious
node manipulates the packet header options and forwards it
to the next-hop node to drop the modified packet. In order to
mitigate such attack, an adaptive threshold mechanism with the
consideration of dynamic network characteristics is proposed.

A camouflage-based approach is proposed to detect the
selective forwarding attack in energy harvesting motivated
networks in [11]. Each node actively disguises itself as an en-
ergy harvesting node on purpose and pretends not to overhear,
and then stealthily monitors any forwarding operation of its
adjacent nodes to detect a lurking malicious node. In the CRS-
A [12], each node maintains a reputation table with an adaptive
detection threshold to evaluate the forwarding behavior of its
adjacent nodes in wireless sensor network. The reputation
value is calculated based on the deviation of the monitored
packet loss rate as well as the estimated normal loss rate
caused by the time- and location-variant channel quality and
the link layer collisions. The node with low reputation value
is detected and isolated from the routing path. [5] proposes
a two-step detection approach consisting of local monitoring
and global verification against blackhole attack in RPL-based
networks, where a malicious node silently drops all the re-
ceived packets. In [5], each node observes the communication
behaviors of its neighbor nodes and counts any misbehaving
activity. If the recorded misbehaving activities exceed the
threshold, the monitoring node sends the verification packet to
the DODAG root to verify whether the sending or forwarding
packet was received or not.

In summary, forwarding misbehaviors and their diverse
countermeasures have been well studied in various networks.
However, to the best of our knowledge, little attention has
been paid for resources-constrained devices in the realm of
low power and lossy networks running with RPL.

III. BACKGROUND AND MOTIVATION

In this section, we briefly review the basic operations
of RPL, investigate a potential forwarding misbehavior and
measure its performance impact on RPL with a preliminary
result.

A. The RPL Routing Protocol

RPL [2] is a novel routing protocol designed for low power
and lossy networks by the Internet Engineering Task Force
(IETF) Working Group. The basic idea of RPL is to use
one or more Destination-Oriented Directed Acyclic Graphs
(DODAGS) to maintain the network state information. Each
DODAG is a directed graph associated with one DODAG root,
where all edges are oriented toward the DODAG root and no
cycles exist. The DODAG root can be either a base station or
gateway node that acts as a data sink, generates a new DODAG
that trickles downward to leaf nodes, and bridges the LLNs
with IPv6 networks. Each node has a rank that implies the
node’s individual position relative to other nodes with respect
to a DODAG root, and the rank value is determined based
on the Objective Function which describes the routing metrics
and constraints. To avoid any routing loop, the rank of nodes
along any path to the DODAG root should be monotonically
decreasing.

In order to construct a DODAG, the DODAG root will
broadcast a DAG Information Object (DIO) control message,
which includes a DODAG root ID, the rank of the DODAG
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root, and an Objective Function. Any other node that receives
a DIO message and is willing to join the DODAG should add
the DIO message sender to its parent list, compute its own rank
value according to the piggybacked Objective Function, and
pass on the DIO message with the updated rank information.
The node that has the lowest rank value among all the nodes
in the parent list is selected as the preferred parent node; any
Data traffic destined to the DODAG root will be forwarded by
choosing the preferred parent node as the next-hop forwarding
node. Each node can issue a Destination Advertisement Object
(DAO) control message to propagate reverse route information
and record the nodes visited along the upward path to DODAG
root. After passing the DAO message through the path from a
particular node to the DODAG root, a complete path between
the DODAG root and the node is established. If a new node
wants to join the network, it can request topology information
from the neighboring nodes in adjacent DODAGs by issuing
a DAG Information Solicitation (DIS) control message.

B. Potential Forwarding Misbehavior

Although RPL provides optional cryptography mechanisms
to support message authenticity, confidentiality and integrity
and protect the network against the external attacker, the
internal attacker can still compromise the RPL cryptography
defense and downgrade the performance through interrupting
on-going communication [13]. For example, a compromised
legitimate node can forward all control packets but randomly
or strategically drop any incoming Data packet to deafen the
intended DODAG root. In Fig. 1, we measure the packet
delivery ratio (PDR) and packet delivery latency by varying
packet drop rate and channel error rate (r.p_err). As shown
in Subfig. 1(a), the PDR decreases as the packet drop rate
increases. This is because more Data packets are dropped by
malicious nodes, less number of Data packets can reach the
DODAG root. The 7j,_err significantly affects the PDR. As
the 7¢p_crr increases, overall PDR decreases because Data
packets can be lost due to bad channel quality, resulting in
lower PDR. According to Subfig. 1(b), the packet delivery
latency increases when the packet drop rate increases. This
is because a larger number of Data packets are dropped by
malicious nodes as the packet drop rate increases, more Data
packets experience the packet delivery timeouts, thus overall
packet delivery latency increases.

IV. PROPOSED COUNTERMEASURE

In this section, we first present the adversarial model
and then propose a monitor-based approach, called CMD, to
mitigate the forwarding misbehaviors in low power and lossy
networks running with RPL.

A. Adversary Model

We consider a low power and lossy network running with
RPL, where a set of resources-constrained nodes and one
DODAG root communicate directly or indirectly through lossy
links. Each node is uniquely identified by a node ID, e.g., an
Internet Protocol (IP) address of the node. For the simplicity,
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Fig. 1. The performance of packet delivery ratio and packet delivery latency
against packet drop rate and channel error rate. Here, we consider a square
network (200 x 200 (m?)), where 100 nodes are uniformly distributed.

we assume that the RPL only maintains one DODAG structure
rooted at the DODAG root in this paper. An adversary is
able to capture and compromise a legitimate node, gain
access to all stored information including public and private
keys, and reprogram it to behave maliciously. The primary
goal of the adversary is to disrupt network routing protocols
and interfere with on-going communication. The malicious
node may eavesdrop on an on-flying packet and inject false
information or modify its packet header to mislead network
traffic. If a sender can authenticate a packet with a light-
weight digital signature [14], a receiver can easily verify the
packet and detect any modification. A malicious node will
not blindly drop all incoming packets (i.e., blackhole attack)
because its child nodes may consider it as a failed node and
select an alternative parent node. However, the malicious node
can collaboratively and faithfully forward all routing control
packets but randomly or strategically drop any incoming Data
packet. In this paper, we primarily focus on the forwarding
misbehaviors or the adversarial scenarios where single or
multiple malicious nodes selectively or randomly drop any
incoming Data packet to deafen the DODAG root. We assume
that the system is free of other general attacks such as sybil
attack, collision or jamming attack, or wormhole attack. We
do not consider cryptographic primitives.

B. CMD: Monitor-based Detection

The basic idea of CMD is that each node monitors the
forwarding behaviors of the preferred parent node to observe
the packet loss rate, and then compare the observation result
with the collected packet loss rate from one-hop neighbor
nodes to detect the forwarding misbehaviors of the preferred
parent node.

First, each node maintains a forwarding record (FR) to
store the historical statistics of forwarding to its preferred
parent node, where the forwarding record consists of five
components: preferred parent node’s id (rid), the number
of forwarded Data packets (fp), the number of unoverheard
Data packets (uf), evaluation window (w), and the beginning
timestamp of the evaluation window (zs). Here, evaluation
window w is a system parameter and its impact on the
performance is observed in Section V. For example, suppose
a node n, forwards a Data packet to its preferred parent node
N as shown in Subfig. 2(a), thus n, increases F'Rs[m].fp
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Fig. 2. A set of snapshots of the proposed CMD scheme.

by one and set ts to the current time (%.,,). However, if the
malicious node n,, drops the received Data packet without
forwarding, ns cannot overhear the packet forwarded before
the timeout period and then increases F'R,[m].uf by one.
Second, when a node forwards a Data packet, it sets up a
timer for overhearing the subsequent Data packet forwarded
by the preferred parent node. If the node does not overhear
the subsequent Data packet forwarded before its timer expires,
because of malicious packet drop or bad channel quality,
it increases the number of unoverheard Data packet uf by
one. In the CMD, we propose a simple timeout technique to
detect possible packet loss due to malicious packet drop or
bad channel quality. We define T as the timeout period of
overhearing Data packet forwarding from the preferred parent
node. In order to estimate the timeout period, we consider
a single-hop average trip time of overhearing Data packet
forwarding (T, ¢)» which can be measured by the time from
when a node forwards a Data packet (I'r pate) to when
it overhears the Data packet forwarded (T, pata)- Tf is

vg
updated by the low-pass filter with a filer gain constant c.
Tivg = a-Toy+(1—a)- T, M
k—2 1O
o _ 21 L
Ta/ug - &=l (2)

k—2

TP , is the measurement from the most recently overheard
Data packet forwarding, which is expressed as

Tkof1 = TO,Data - TF,Data (3)
Thus, the timeout period is expressed as
TC =T, + Ty 6, e

where 4 is an adjustment factor and 7., -0 is added to consider
the packet forwarding latency. Fig. 3 shows the observed
single-hop average trip time (or timeout period) against the
simulation time.

Third, we deploy a one-time retransmission technique to
remedy the Data packet loss and expedite in detecting the
malicious nodes in the CMD. If the node does not overhear the
Data packet forwarded before its timer expires, it increases u f
by one and retransmits the Data packet to the preferred parent
node. However, it does not increase fp since the retransmitted
Data packet is not new one. If the node still cannot overhear
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Fig. 3. The single-hop average trip time against simulation time.

the Data packet forwarded by the preferred parent node, it
increases uf by one again and quits the retransmission. For
example, as shown in Subfig. 2(a), suppose n,,, drops the Data
packet from ng, thus ns cannot overhear the Data packet
forwarding. When the timeout period expires, n, increases
FRs[m].uf by one and retransmits the Data packet, Datay.,
to n,y,. If n,, drops the Data packet again, ns increases
FR¢[m].uf by one again and quits the retransmission. The
essence of one-time retransmission technique is that the more
malicious node drops the retransmitted Data packet, the sooner
the malicious node can be detected.

Fourth, when an evaluation window w ends, each node
computes the packet loss rate of the preferred parent node, ;5
= 1}—2, based on the forwarding record FR. If the 7,4 is larger
than or equal to a threshold (7¢1_ioss), €.g., 10% channel error
rate according to the results shown in [15], the node broadcasts
a packet loss rate request (REQ),;,) packet to all its one-hop
neighbor nodes. If the 7,5 is smaller than T¢j_jss, the node
resets the #s to the current time t.,.. As shown in Subfig.
2(b), after broadcasting a REQ),;, packet by ng, any one-hop
neighbor node (i.e., ng, ny, or ny) that receives the REQ;,
packet replies the observed packet loss rate of its preferred
parent node (REP,;,) packet to n, after a random backoff
period. After a period of timeout 77#F the node computes
the local packet loss rate (ry,_jos), which is the average value
of all the received packet loss rates from its one-hop neighbor
nodes. If the 7, is larger than r,,_;,s, the preferred parent node
is suspected as malicious node and the detected forwarding
misbehavior (¢,is) is increased by one. When the number
of detected forwarding misbehaviors of the suspected node
reaches a threshold (y), the node broadcasts an Isolate packet
to its one-hop neighbor nodes to prevent the suspected parent
node from involving any forwarding operations as shown in
Subfig. 2(c). Major operations of the CMD are summarized in
Fig. 4.

V. PERFORMANCE EVALUATION

We conduct extensive simulation experiments using the
OMNeT++ [6] to evaluate the performance of the proposed
approach. 100 nodes are uniformly distributed in a 200x200
m? square network area, where a single DODAG root is
deployed. The communication range of each node is 30
(m). The radio model simulates CC2420 with a normal data
rate of 250 Kbps, and 802.15.4 MAC/PHY operates with a

default configuration in the 2.4 GHz band [16]. To emulate
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Notations:

° TO’ ¥s Tloss Tn_los» Tch_loss» teur, Cmis, FR[Tidv fpvufv tS,UJ]I
Defined before.

o TREP: The timeout period of receiving REPy,, packet.

e pkttype, seq, sre,rec]: A packet with a sequence number, seq, packet
sender, src, and packet receiver, rec. Here, type is Data, REQp;,., RE Py,
or Isolate.

® Ryiqglseq]: A pkt[Data, seq| retransmission flag.

© When a node ns generates or receives pkt[Data, seq] destined to the
DODAG root:

Forward pkt|Data, seq, s, p] to np; /* np is preferred parent node */
FRs[p].fp+=1; Set up TCO; /+ Eq. 4 =/
© When a node ns does not overhear pkt[Data, seq| forwarded by preferred
parent node n, before T expires;
if Ryqq(seq] is false
Retransmit pkt[Data, seq, s, p| to np;
FRs[pluf += 1; Ryjqglseq] = true;
else
FRIp].uf += 1; Quit retransmission;
¢ When evaluation window w ends at node ns:
Tlos = %; /* myp is preferred parent node of ns */
Set FRs[p].ts = tcur; /* Set the beginning timestamp of evaluation
window to current time */
if rjps >= Tch_loss
Broadcast pkt[REQ pir, seql;
Set up TREP /x Eq. 4 x/;
& When TREP expires at node n:
/* Assume n receives N number of RE P, */
>N, REP},.
Tn_los = - N
if Tlos > Tn_los
Cmis +=1;
if conis > @
Broadcast pkt[Isolate];

Fig. 4. The pseudo code of the proposed CMD scheme.

low data rate scenarios, packet injection rate is set to 0.1
pkt/sec. A set of malicious nodes are randomly located in
the network. The total simulation time is 3000 seconds. In
this paper, we measure the performance in terms of detec-
tion rate, isolation latency, packet delivery ratio (PDR), and
energy consumption by changing key simulation parameters,
including evaluation window (w), packet drop rate (7'¢,op), and
the number of malicious nodes. For performance comparison,
we compare the proposed CMD scheme against standard RPL
routing protocol without detection mechanism [2] and two-
step detection approach (later, 7SD) [5]. In the TSD, each
node observes the communication behaviors of its neighbor
nodes by overhearing Data packets transmitted by its neighbor
nodes and counts any misbehaving activity. If the detected
misbehaving activity events exceed the threshold value, the
monitoring node suspects the forwarding misbehaviors of the
neighbor node and sends the verification packet to the DODAG
root to verify whether the sending or forwarding packet was
received or not.

First, we measure detection rate and isolation latency by
changing 74,0, and w in Fig. 5. As rg.op increases, both
detection rates of CMD and TSD schemes increase in Subfig.
5(a). This is because malicious nodes with larger r4,,, can
have more chances to drop the received Data packet and
frequently show forwarding misbehaviors. However, these
forwarding misbehaviors can be detected by both CMD and
TSD. In particular, the CMD scheme shows higher detection
rate than that of the TSD scheme. This is because each node
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Fig. 5. The performance of detection rate and isolation latency against packet
drop rate.

monitors the forwarding behaviors of the preferred parent
node to observe the packet loss rate, compares the evaluation
result with the collected packet loss rate from neighbor nodes,
and then detects more forwarding misbehaviors. In the TSD,
the monitoring node sends the verification packets (RREQ
and RRES) to the DODAG root to verify the forwarding
misbehaviors of the preferred parent node. However, verifi-
cation packets (RREQ and RRES) could get lost due to link
failure, hidden terminal problem, or malicious packet drop,
the detection process will fail and less number of forwarding
misbehaviors can be detected. In addition, evaluation window
w does not show the impact on the detection rate of CMD since
the accumulated number of detected forwarding misbehaviors
is used to compute the detection rate. In Subfig. 5(b), the
overall isolation latency of CMD and TSD decrease as 74rop
increases. This is because malicious nodes frequently show
the forwarding misbehaviors by dropping the received Data
packets, and more forwarding misbehaviors can be detected
within a short time period. The CMD scheme with different
w can achieve much lower isolation latency compared to that
of TSD. Unlike our approach, TSD requires the monitoring
node to send a verification message to the DODAG root to
verify the forwarding misbehaviors of the preferred parent
node. Due to malicious packet drop or bad channel quality,
the verification messages could get lost and the detection
process fails, which would result in higher isolation latency.
With a smaller evaluation window w, lower isolation latency
is achieved since the monitoring nodes frequently request
the packet loss rate from the one-hop neighbor nodes, more
forwarding misbehaviors can be detected within a short time
period, and then the malicious nodes can be isolated from the
network more quickly.

Second, we measure PDR by varying w, 74rop and the
number of malicious nodes in Fig. 6. In Subfig. 6(a), PDR
quickly decreases as 74,,, increases because malicious nodes
can have more chances to intentionally drop the received Data
packets, resulting in the decrement of PDR. The CMD and
TSD show higher PDR than that of the original RPL without
detection mechanism, this is because forwarding misbehaviors
can be detected by both CMD and TSD, malicious nodes
can be removed from the network quickly, and more Data
packets can be delivered to DODAG root. The CMD shows
better performance in terms of PDR because the monitoring
nodes can quickly retransmit the cached Data packet to the
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preferred parent node after the timeout period, more Data
packets can be delivered to DODAG root. In particular, the
CMD with smaller w shows the best performance since the
malicious nodes can be isolated from the network in a shorter
time period. Therefore, more Data packets can be delivered.
As the number of malicious nodes increases in Subfig. 6(b),
the overall PDR decreases quickly since more number of
Data packets can be randomly dropped by more malicious
nodes. However, the CMD still shows the best performance
and the PDR decreases gracefully compared to that of TSD
and original RPL.

Third, the energy consumption is measured based on the
number of forwarded and overheard packets [17] by varying
w, Tarop and the number of malicious nodes in Fig. 7,
where the RPL without detection mechanism shows the lowest
energy consumption and is used as the lower bound of the
performance. In Subfig. 7(a), the CMD shows lower energy
consumption than that of the TSD. This is because each
intermediate node in the TSD generates or forwards a large
number of control packets (RREQ and RRES) to detect the
forwarding misbehavior of the preferred parent node, which
consumes more energy than that of CMD. As rg,.,, increases,
the energy consumption of CMD and TSD increases. This
is because more control packets are generated to detect the
forwarding misbehaviors of the malicious nodes, and more
energy consumption is observed. In Subfig. 7(b), overall
energy consumption decreases as the number of malicious
nodes increases in the network. This is because more number
of Data packets are dropped as the number of malicious
nodes increases, the number of dropped Data packets is larger

than the number of generated and forwarded control packets
for the forwarding misbehavior detection, thus overall energy
consumption is decreased.

VI. CONCLUDING REMARKS

In this paper, we proposed a countermeasure to forwarding
misbehaviors in low power and lossy networks running with
RPL. The potential forwarding misbehavior of RPL and its
performance impact are investigated with a preliminary result.
Then, a monitor-based approach, called CMD, is proposed to
efficiently detect the forwarding misbehaviors of the malicious
nodes. Extensive simulation results indicate that the proposed
approach achieves better performance, not only improving the
detection rate and packet delivery ratio, but also reducing the
energy consumption and isolation latency compared to the
existing two-step detection approach.
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