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ABSTRACT

Internet-of-Things (IoT) and its applications are proliferating, in which a myriad

of multi-scale sensors and heterogeneous devices (later in short, nodes) are seamlessly

blended for a ubiquitous computing and communication infrastructure. In order to

overcome limited battery power and extend the network lifetime, energy harvesting

from ambient environment has been increasingly popular and playing an important

role in realizing a self-sustainable network. Thus, energy harvesting motivated net-

works (EHNets) are rapidly emerging and becoming a major building block for diverse

IoT applications. In EHNets, a link between two nodes may not be stable due to

the variable transmission power levels based on non-uniform energy harvesting rates.

Each node is also admittedly vulnerable to Denial-of-Service (DoS) attacks because

of the lack of centralized coordination, physical protection, and security requirements

in the network protocols.

The overall objective of this research is to design, analyze, and evaluate EHNets

that can provide reliable, robust, and expected communication performance. We in-

vestigate four major research issues. First, light-weight forwarding protocols are pro-

posed to reliably deliver sensory data over time-varying asymmetric links in EHNets.

A weighted confirmation scheme, a lazy confirmation scheme, and an asymmetric

link aware backoff mechanism are suggested. Second, we propose a light-weight coun-

termeasure to a selective forwarding attack in resource-constrained wireless sensor

networks (WSNs), where a randomly selected single checkpoint node is deployed to

detect the forwarding misbehaviors. The proposed countermeasure is integrated with

timeout and hop-by-hop retransmission techniques to efficiently cover unexpected

packet losses due to either forwarding misbehavior or bad channel quality. Third, we

propose a new countermeasure, called camouflage-based active detection, to a selec-

tive forwarding attack in EHNets. Four adversarial scenarios motivated by energy

harvesting and potential forwarding vulnerabilities are also identified and analyzed.

Finally, we further extend the camouflage-based active detection to monitor multiple

malicious nodes and to detect the forwarding misbehaviors of lurking deep malicious

nodes. This countermeasure consists of SlyDog and LazyDog schemes and coopera-

tively detects the forwarding misbehaviors. The advantages of these techniques are

v
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demonstrated through extensive simulation and mathematical analysis.
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CHAPTER 1

INTRODUCTION

1.1 Challenges and Motivations

Internet-of-Things (IoT) and its applications are rapidly proliferating, where a myr-

iad of multi-scale sensors and devices (later in short, nodes) are seamlessly blended for

a ubiquitous computing and communication infrastructure [1]. Wireless Sensor Net-

works (WSNs) have been receiving a considerable attention as an alternative solution

for scalable monitoring and data collection in a hostile or unattended area. A WSN

consists of resource constrained sensor nodes in terms of sensing, computing, or com-

municating capability. As a part of rapidly emerging Internet of Things (IoT), WSNs

will play an important role in building a ubiquitous computing and communication

infrastructure. With the prevalence of cloud, social media, and wearable computing

as well as the reduced cost of processing power, storage, and bandwidth, it is en-

visaged that wirelessly connected smart nodes and devices under IoT will enhance

flexible information accessibility and availability as well as change our life further.

Nodes are resource constrained in terms of computing and battery-power, but are

often required to operate a long-term sensing and communication in a hostile or

unattended area, e.g., deployed as a mission-oriented network. As pointed out in

[2], a TMoteTM Sky node consumes 64.68 mW in a receive mode. Under the two

standard 3,000 mAh AA batteries, if the node is highly utilized, network lifetime is

only 5.8 days. Since wireless communication could be responsible for more than half

of total energy consumption [3], a significant amount of effort has been devoted to

develop energy efficient routing protocols in wireless sensor networks [4]. Due to the

limited power in battery-powered WSNs, replacing or replenishing the batteries is

ultimately unavoidable and it may be infeasible or even impossible in such a harsh

environment. In order to remove batteries or at least reduce the frequency of replacing

batteries, energy harvesting from an immediate environment (e.g., kinetic, wireless,

solar, etc.) has been increasingly popular for IoT [5, 6, 7] and playing an important

role in realizing self-sustainable nodes deployed in a large-scale network. It is also

the fact that the U.S. Army will eventually eliminate all the military batteries or

at least reduce the frequency of replacing batteries for communication devices [8].

1
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Soldiers will be equipped with batteryless or self-powered communication devices in

near future [9]. We envision that energy harvesting will play a pivotal role in making

possible self-sustainable wireless devices ranging from nano-scale sensors to handheld

mobile devices, and it will serve as a major building block for emerging Internet

of Things (IoT) applications. Thus, a newly emerging energy harvesting motivated

network (EHNet) foresees diverse applications in civilian and military environments,

and will be a part of ubiquitous communication infrastructure [10].

With energy harvesting, sensor devices may contain a different amount of residual

energy because of non-uniform energy harvesting rates in WSNs. Depending on the

energy availability, nodes can deploy variable transmission power levels and thus,

multiple communication ranges commonly exist in the network. For example, variable

transmission power levels are easily witnessed in the CISCO Aironet 340 and 350

series and Wi-Fi networks [11] to provide customized services, where computation

power, storage limit, and energy consumption are selectively considered. Note that

multiple communication ranges can lead to asymmetric links. For example, if a node,

na, can reach nodes, nb and nc, but both nb and nc or either nb or nc may not be

able to reach na. Since each node can change its transmission power levels based on

energy harvesting, a link between two nodes may not be stable. Thus, a route from

a data source to a sink also may become unreliable in the presence of time-varying

asymmetric links. A bidirectional routing [12] and a tier-based routing framework

[13] deployed in asymmetric mobile ad hoc networks (MANETs) cannot directly be

applied in resource constrained WSNs. A probabilistic routing [14] and a multiple

range convergecast routing [15] have been proposed for heterogeneous WSNs. In these

approaches, a small number of nodes is dedicated to communicate with the extended

communication range, or each node is able to change its multiple transmission power

levels anytime. However, time-varying communication ranges motivated by energy

harvesting have not been well considered. To the best of our knowledge, little work

has been devoted in a forwarding methodology in the realm of EHNets.

For routing, each node communicates with its neighbor nodes based on a broadcast-

based forwarding, and collaboratively routes sensory data through a multi-hop relay.

When a node intends to reply a unicast packet, unlike a wired network, all one hop

neighbor nodes can still overhear the packet, as if it is a broadcast packet [16]. Since

2
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radio link is a shared medium and its radiation pattern is often omni-directional from

antenna, it is inherently insecure and thus, adversaries can easily overhear, dupli-

cate, corrupt, or alter data. Nodes deployed in such a hostile or unattended area

can also be captured, tampered, or destroyed because they are physically insecure.

For example, a malicious node compromised by an adversary can randomly or se-

lectively drop any incoming packet to disrupt network protocols and interfere with

on-going communications on purpose or strategically. Note that it is not trivial to

differentiate such a misbehavior (or attack) from a temporal node failure or packet

loss. Thus, WSNs and EHNets are vulnerable to a well-known denial-of-service (DoS)

attack that primarily targets service availability by disrupting network routing pro-

tocols or interfering with on-going communications. Diverse countermeasures and

their variants [17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30] have been pro-

posed to avoid and/or detect a forwarding misbehavior under an implicit assumption

of battery-powered networks, where conventional encryption algorithms and secure

routing protocols cannot be directly applied. Unfortunately, forwarding misbehavior

and its countermeasure are still under-explored in the realm of EHNets.

1.2 Contributions

To address these limitations and challenges, this dissertation research is to design,

analyze, and evaluate EHNets that can provide reliable and robust communication

performance. We investigate four major research issues. First, light-weight forwarding

protocols are proposed to reliably deliver sensory data over time-varying asymmetric

links in EHNets. A weighted confirmation scheme, a lazy confirmation scheme, and

an asymmetric link aware backoff mechanism are suggested. Second, we propose a

light-weight countermeasure to a selective forwarding attack in resource-constrained

wireless sensor networks (WSNs), where a randomly selected single checkpoint node

is deployed to detect forwarding misbehaviors. The proposed countermeasure is in-

tegrated with timeout and hop-by-hop retransmission techniques to efficiently cover

unexpected packet losses due to the forwarding misbehavior or bad channel quality.

Third, we propose a new countermeasure, called camouflage-based active detection,

to a selective forwarding attack in EHNets. Four adversarial scenarios motivated by

energy harvesting and their potential forwarding vulnerabilities are also analyzed.

3
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Finally, we further extend the camouflage-based active detection to monitor multiple

malicious nodes and to detect the forwarding misbehaviors of lurking deep malicious

nodes. This countermeasure consists of SlyDog and LazyDog schemes and cooper-

atively detects the forwarding misbehavior. The advantages of these techniques are

demonstrated through extensive simulation experiments and mathematical analysis.

In summary, we make the following contributions in this dissertation research:

• We propose Weighted Confirmation (WCFM) and Lazy Confirmation (LCFM)

schemes to reliably deliver sensory data to the sink. An Asymmetric Link Aware

Backoff mechanism is also proposed to avoid packet contentions and collisions by

considering the historical statistics of routing and number of neighbor nodes.

We evaluate the proposed WCFM and LCFM schemes and their hybrid ap-

proach, called Hybrid Confirmation (HCFM), using OMNeT++. We modify a

conventional explicit acknowledgment, called Conventional Ack (CAck) scheme,

to work in EHNets for performance comparison.

• We propose a single checkpoint based countermeasure, called SCAD, in WSNs.

Unlike prior detection schemes, where multiple checkpoint nodes are deployed,

the SCAD deploys a single checkpoint-assisted approach and its security re-

siliency and communication performance are measured. The SCAD is also in-

corporated with timeout and hop-by-hop retransmission techniques to recover

unexpected packet losses due to the forwarding misbehavior or bad channel qual-

ity. We propose a simple analytical model of the SCAD and show its numerical

result in terms of false detection rate. We also revisit prior checkpoint-based

and monitor-based detection approaches and modify them to work in WSNs

for performance comparison. We develop a customized discrete-event simula-

tion framework by using the OMNeT++ and evaluate its performance through

extensive simulation experiments.

• We investigate four adversarial attack scenarios and analyze their potential for-

warding behaviors in EHNets, where each node periodically switches its state

between active and harvest. A set of vulnerable cases causing a forwarding mis-

behavior is identified. We propose a novel camouflage-based active detection

scheme and its communication protocol in EHNets, where each node actively

4
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disguises itself as an energy harvesting node, monitors its adjacent nodes, and

detects a lurking malicious node. We develop a customized simulation frame-

work using OMNeT++, conduct a performance evaluation study in terms of six

performance metrics, and show a viable approach to selective forwarding attack

in EHNets.

• We investigate a set of adversarial scenarios and analyze its forwarding op-

erations under the charge-and-spend harvesting policy in EHNets. Then we

identify four vulnerable scenarios and their corresponding potential forwarding

misbehaviors. We propose a cooperative countermeasure to efficiently detect the

forwarding misbehavior in EHNets, called EYES, and it consists of two mecha-

nisms: SlyDog and LazyDog. In the SlyDog, each node actively disguises itself

as an energy harvesting node but in fact monitors its adjacent nodes to detect

the forwarding misbehavior of lurking deep malicious nodes. In the LazyDog,

however, each node periodically requests its adjacent nodes of a limited history

of forwarding operations, and validates any prior uncertain forwarding oper-

ation to detect the forwarding misbehavior. We propose an analytical model

of the EYES and show its numerical results in terms of detection rate. We

also revisit prior detection approaches, Watchdog and HCD, and modify them

to work in EHNets. Both single and two malicious nodes cases are applied to

HCD and Watchdog, and no malicious node case is also considered as the per-

formance upper bound of packet delivery ratio. In addition, detection strategies

of forwarding misbehavior are comprehensively compared in terms of six prop-

erties. We conduct extensive simulation experiments using the OMNeT++ for

performance comparison and analysis.

1.3 Organization

This dissertation paper is organized as follows. Chapter 1 introduces the challenges

and motivations in energy harvesting motivated networks (EHNets) and discussed the

overall contributions of the dissertation work. Chapter 2 briefly reviews essential con-

cepts of existing routing protocols and countermeasures to forwarding misbehaviors

in EHNets as the background of this study. Chapter 3 describes the proposed light-

weight forwarding protocols to reliably deliver sensory data to a sink in the presence of

5
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time-varying asymmetric links in EHNets. The design, mathematical analysis, imple-

mentation and the experimental results of the proposed light-weight countermeasure

to forwarding misbehaviors are presented in chapter 4. The proposed camouflage-

based active detection scheme are presented in chapter 5. Chapter 6 describes the

design, analytical model, and simulation experiments of the proposed cooperative

countermeasure to forwarding misbehaviors. Finally, we conclude this dissertation

study in chapter 7.

6
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CHAPTER 2

BACKGROUND

In this chapter, we revisit and analyze prior energy harvesting aware routing pro-

tocols and countermeasures to forwarding misbehaviors in various networks.

2.1 Energy Harvesting Aware Routing Protocols

There are two routing paradigms when asymmetric links exist in the network.

The first routing paradigm [31] is to avoid using long-range links whenever possible.

Since nodes are conventionally powered by batteries, long-range links consuming more

energy are not preferred. In this paradigm, the energy consumption can be reduced

but the transmission delay can be increased. The second routing paradigm is to

maximize the benefit of long-range links in terms of reducing the number of hops and

the transmission delay [13]. Prudent power control mechanisms embedded in the link

or network layer [32, 33] can reduce the energy consumption by controlling multiple

power levels but asymmetric links could be created.

Several routing strategies [13, 12, 14, 15] have been proposed to efficiently deliver

sensory data to a sink in the presence of asymmetric links. In [14], the proposed

probabilistic routing protocol consists of two steps: searching reverse paths and se-

lecting forwarding nodes. Similar to [12], a reverse path is searched by exchanging

control messages. For example, both na and nb exchange Hello and Hello Ack mes-

sages to create a neighbor list. If nb receives the Hello from na but does not receive

the Hello Ack for its own Hello, an asymmetric link exists between them. Then nb

broadcasts a Find message piggybacked with the maximum number of propagation

hops and searches a path to na. Upon receiving the Find, na replies a Path mes-

sage containing the reverse path. For routing, a forwarding node is selected based

on a delivery probability, which is a historical statistics of routing maintained in

each node. A tier-based routing framework [13] is proposed under the consideration

of variation in transmission power levels and tries to find a symmetric link to the

destination. Each node exchanges route request (RREQ) and route reply (RREP)

messages during a route discovery procedure. A sender repeatedly sends a RREQ at

different transmission power levels from the lowest to the current power level. Here,

7
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the transmission power level is piggybacked in the RREQ. Upon receiving the RREQ,

a receiver replies a RREP only if the RREQ’s transmission power level is less than or

equal to its own transmission power level.

In spite of energy efficient routing techniques, the maintenance cost in terms of

locating and replacing (or replenishing) batteries becomes non-negligible, and thus,

replacing (or replenishing) batteries is ultimately unavoidable in WSNs. The number

of studies [34, 35, 36] has been conducted with a set of rechargeable (or renewable)

nodes in EHNets, where batteries are replenished by various environmental sources.

A solar aware routing [34] is proposed in which sensory data are primarily forwarded

to the nodes currently being powered by solar energy. In [35], two geographic routing

protocols are proposed in the presence of lossy wireless channel and energy renewable

nodes. A forwarding node is selected based on its location, residual energy, and

potential energy harvesting rate. Thus, a node located in the shortest path is not

simply considered as a forwarding candidate because it may be over utilized and can

consume its energy quickly. Similarly a node containing more residual energy is not

primarily considered as a forwarding candidate either, because the residual energy

may not fully represent its energy availability.

In summary, relatively little effort has been made for developing an acknowledgment

technique in EHNets, where time-varying asymmetric links become a major concern.

2.2 Countermeasure to Forwarding Misbehaviors

Both watchdog and pathrater techniques [17, 18] and their variants have been

proposed in different networks. In this section, we newly categorize and analyze them

in terms of monitor-, acknowledgment-, and inducement-based approaches.

Monitor-based Approach: Each node observes the network condition and com-

munication activities, such as a channel condition, network traffic, or forwarding op-

eration of its adjacent nodes, and checks if there is any abnormality. In the CAD [23],

both channel estimation and traffic monitoring are conducted to identify a stand-alone

attacker in wireless mesh networks (WMNs). Each node monitors the communication

activities of its adjacent nodes by observing downstream and upstream network traf-

fic and estimates packet loss rate. If a node shows higher monitored packet loss rate

than the sum of estimated packet loss rate and its corresponding detection threshold,
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it is suspected as an attacker. In the SCM [24], neighbor nodes located along the

routing path between packet sender and receiver become an observer and monitor

the forwarding behavior. If one of observing nodes detects a forwarding misbehav-

ior, it generates an Alarm packet which is propagated back to the packet source

through the observing nodes. The CRS [27] is an extended version of CAD, where

each node maintains a reputation table to evaluate the forwarding behavior of its

adjacent nodes. This reputation value is calculated based on the deviation of the

normal packet loss rate, due to the time- and location-variant channel quality and

the link layer collisions, and monitored packet loss rate during a long term. The

adjacent node is prosecuted as a malicious node if its reputation value is less than

the predefined threshold value. [37] proposes a countermeasure to on-off attacks with

selective forwarding, in which a forwarding misbehavior is seldom detected and is

confused with a temporary error. Each node monitors the forwarding operation of

its adjacent nodes and records good and bad behaviors based on a dynamic sliding

window, respectively. This scheme can recognize a pattern of malicious node behavior

and help to flexibly design a system that can accept a certain level of security risk

based on the accumulated behaviors. In the HCD [38], each node records a limited

set of traces about forwarding operations and exchanges it with its adjacent nodes to

identify a forwarding misbehavior in EHNets. Each node can gradually reduce the

forwarding probability of malicious node in order to exclude the malicious node from

participating in the routing operation.

Acknowledgment-based Approach: The key operation is that the intermediate

nodes located along the forwarding path between source and destination (e.g., sink)

are responsible for monitoring the forwarding operation of its next node and sending

an explicit message (i.e., Ack packet) to the source. In [20] and its extension CHEMAS

[21], a set of checkpoint nodes is randomly selected from a source per packet basis

and monitors the forwarding operation by replying an Ack packet to the source in

WSNs. If an intermediate node located in the forwarding path does not receive the

required number of Ack packets, it suspects the next located node in the path as a

malicious node, generates an Alarm packet, and sends it back to the source. However,

since multiple number of checkpoint nodes generate Ack packets, intermediate nodes

may receive and forward the excessive number of packets and consume non-negligible

9
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amount of energy. In the [22], the 2ACK is proposed to detect misbehaving links in

Mobile Ad-hoc Networks (MANETs), where each intermediate node located along the

forwarding path generates an Ack packet, and forwards it to two-hop neighbor node

in the opposite direction of the data traffic route after receiving the data packet. The

destination node of Ack packet observes the behavior of link in front of Ack packet

generator for a period of time. If the link shows a higher Ack packet loss ratio than

a threshold value, this link is declared misbehaving and added to the blacklist of

misbehaving links. In the [25], the traditional end-to-end acknowledgment scheme is

conducted to deliver a data packet to the sink in order to reduce network overheard.

If the source cannot receive Ack packet from the sink within the maximum delay,

a secure Ack scheme, which is an improved version of [22], is initiated to identify

the malicious node located along the forwarding path in MANETs. In the SCAD

[30], a light-weight countermeasure is proposed to a selective forwarding attack in

resource-constrained WSNs, where a randomly selected single checkpoint node along

the forwarding path is deployed to detect forwarding misbehaviors. The proposed

countermeasure is integrated with timeout and hop-by-hop retransmission techniques

to efficiently cover unexpected packet losses due to the forwarding misbehavior or bad

channel quality. The FADE [26] is a variant of the CAD and detects a collaborative

selective forwarding attack in WMNs. After each node forwards a packet, it over-

hears a link-layer acknowledgment and waits for a two-hop acknowledgment from its

downstream nodes. Each node also adds its opinion towards the downstream nodes

to a separate monitoring packet originally sent from source.

Inducement-based Approach: The basic idea is that a piece of information is

hidden or a fake information is utilized to lure the potential malicious nodes to show

its possible forwarding misbehavior. The [28] proposes a cooperative bait detection

scheme (CBDS) based on the dynamic source routing (DSR) to detect both selective

forwarding and blackhole attacks in MANETs. The approach is that a source node

selects an adjacent node and uses its address as a bait destination address to entice

a malicious node to send back a forged or fake route reply (RREP) packet. Then the

malicious node can be identified by using a reverse tracing technique. In the SNBDS

[29], each node observes the difference between the sequence numbers of the received

RREP packets and that of stored in the routing table based on the ad hoc on-demand
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distance vector routing (AODV) to detect the next hop located node in MANETs. If

the maximum difference is larger than the predefined threshold value, the next node is

added to a suspicious node table for malicious node discovery and verification process

by using fictitious destination address and destination sequence number. In the CAM

[39], each node hides its current operational status and pretends not to overhear

the on-going communications, but in fact monitors the forwarding operations of its

adjacent nodes to detect a deep lurking malicious node in EHNets. Since malicious

nodes are seldom in harvest state and can selectively drop any incoming packet in a

short period of time, it is not trivial to detect the forwarding misbehavior.

In summary, most prior countermeasures rely on implicit overhearing that requires

nodes to stay in active state for an extended period or depend on explicit acknowl-

edgment that expects the intermediate nodes to generate and forward a large number

of packets (e.g., Ack packet), resulting in additional energy consumption in battery-

supported networks. However, little attention has been paid for self-sustainable nodes

in the realm of EHNets, where each node repeatedly changes its state between active

and harvest.
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CHAPTER 3

LIGHT-WEIGHT FORWARDING PROTOCOLS

In this chapter, we propose two light-weight forwarding protocols, Weighted Confir-

mation (WCFM) and Lazy Confirmation (LCFM) schemes, to reliably deliver sensory

data to a sink in the presence of time-varying asymmetric links in EHNets.

3.1 Introduction

Wireless Sensor Networks (WSNs) often require long-term sensing/communicating

operations on the order of days or even weeks in a hostile and unattended area, e.g.,

deployed as a mission-oriented network. As pointed out in [2], a TMoteTM Sky node

consumes 64.68 mW in a receive mode. Under the two standard 3,000 mAh AA

batteries, if the node is highly utilized, network lifetime is only 5.8 days. In battery-

powered WSNs, replacing or replenishing the batteries is ultimately unavoidable and

it may be infeasible or even impossible in such a harsh environment. Due to the limited

battery power, therefore, WSNs powered by diverse environmental sources (i.e., solar,

vibration, wind, thermal, etc.) have been widely investigated. This research is also

motivated by the fact that the U.S. Army will eventually eliminate all the military

batteries or at least reduce the frequency of replacing batteries for communication

devices [8]. Soldiers will be equipped with batteryless or self-powered communication

devices in near future.

With energy harvesting, sensor devices (later nodes) may contain a different amount

of residual energy because of non-uniform energy harvesting rates in WSNs. Depend-

ing on the energy availability, nodes can deploy variable transmission power levels and

thus, multiple communication ranges commonly exist in the network. For example,

variable transmission power levels are easily witnessed in the CISCO Aironet 340 and

350 series and Wi-Fi networks [11] to provide customized services, where computation

power, storage limit, and energy consumption are selectively considered. Note that

multiple communication ranges can lead to asymmetric links. For example, if a node,

na, can reach nodes, nb and nc, but both nb and nc or either nb or nc may not be able

to reach na.

Since each node can change its transmission power levels based on energy harvest-
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ing, a link between two nodes may not be stable. Thus, a route from a data source

to a sink also may become unreliable in the presence of time-varying asymmetric

links. To the best of our knowledge, little work has been devoted in a forwarding

methodology in the realm of EHNets.

In this research, we propose light-weight forwarding protocols to reliably deliver

sensory data to a sink in the presence of time-varying asymmetric links in EHNets.

Our contributions are three-fold:

• First, we propose Weighted Confirmation (WCFM) and Lazy Confirmation

(LCFM) schemes to reliably deliver sensory data to the sink. The WCFM

scheme differentiates multiple paths between a data source and a sink by as-

signing multiplicative weights on the paths. In the LCFM scheme, nodes assure

a reverse path by waiting for the extended communication range.

• Second, an Asymmetric Link Aware Backoff mechanism is also proposed to

avoid packet contentions and collisions by considering the historical statistics

of routing and number of neighbor nodes.

• Third, we evaluate the proposed WCFM and LCFM schemes and their hybrid

approach, called Hybrid Confirmation (HCFM), using OMNeT++. We mod-

ify a conventional explicit acknowledgment, called Conventional Ack (CAck)

scheme, to work in EHNets for performance comparison.

The WCFM, LCFM, and HCFM schemes show higher packet delivery ratio but keep

lower latency compared with the CAck scheme. Overall simulation results indicate

that the proposed forwarding protocols is a viable approach for reliable asymmetric

routing in EHNets.

3.2 System Model

In this research, energy harvesting is modeled by a two-state Markov process with

harvest (Shv) and normal (Snr) states. In Shv and Snr states, nodes operate in the

extended and normal communication ranges, respectively. A node stays in Snr state

for a random amount of time, which is exponentially distributed with a mean λnr,

and changes its state into Shv state. After energy harvesting for some amount of time
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Figure 3.1. Neighbor lists with dual communication ranges.

in Shv state, which is also assumed to be exponentially distributed with a mean λhv,

the node changes its state back to Snr state. Both Snr and Shv states are repeated.

Upon energy harvesting, each node is able to operate in higher transmission power

level to extend its current normal communication range.

Due to multiple communication ranges, each node can have a different set of neigh-

bor nodes. We consider dual communication ranges for the sake of simplicity and

categorize node adjacency into four cases as shown in Fig. 3.1. Here, normal and

extended communication ranges are marked as dotted and dashed lines, respectively.

Each node exchanges an one-hop Hello packet, overhears bypassing packets, and main-

tains a neighbor list, G. The list consists of a set of neighbor nodes reachable with

either normal communication range (G∗) or extended communication range (G+),

respectively. For example, in Subfig. 3.1(a), na and nb operate in the extended and

normal communication ranges, respectively. na can communicate with nb but nb can-

not. Similarly, in Subfig. 3.1(b), nb can communicate with na but na cannot. Both
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na and nb can communicate each other with the extended communication range in

Subfig. 3.1(c). In Subfig. 3.1(d), both na and nb are not located within their normal

communication range.

3.3 Detail Operations

The proposed forwarding protocols consist of three major operations: broadcast-

based forwarding, routing history update, and asymmetric link aware backoff. A

basic idea is that each node forwards sensory data to the selected node based on its

historical statistics of routing. Since a route from a data source to a sink is unreliable

in the presence of time-varying asymmetric links, we do not maintain and update a

routing table.

First, a simple broadcast-based forwarding is deployed to avoid the exchange of

control packets and reliably deliver a data packet through multiple paths. Each node

re-broadcasts the received data packet only if it has been forwarded from the node

located further from the sink in terms of number of hops. Here, a sink floods an

one-time Hop packet piggybacked with the number of hops (h, initially set by 0) to

the rest of nodes at the initial network setup. When a node receives Hop packet,

it increments h by one, stores the updated h in a local storage, and rebroadcasts

the packet piggybacked with the updated h. When a node receives the Hop packet

containing higher number of hops, h′, it replaces h′ with the stored h and rebroadcasts

the packet. Thus, each node is aware of how many hops away from the sink.

Second, each node maintains a historical statistics of routing by updating a ratio

of the number of delivered packets to the sink (d) to the number of forwarded packets

(f), DF = d
f
. When a node forwards a data packet, it increments the number of

forwarded packets by different values (i.e., 1, 0.6, or 0.4). When the sink receives a

data packet, it replies a confirmation (Cfm) packet, which is relayed back to a source

node. When a node receives a Cfm packet, it increments the number of delivered

packets. If a node has higher DF, it has frequently and successfully delivered data

packets to the sink. Unlike prior approach [12, 14], each node does not actively find

a reverse path using additional control packets in EHNets. Note that a Cfm packet

is relayed back to a source node through the intermediate nodes located along the

path in best efforts. This is because of time-varying asymmetric links that incur
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Figure 3.2. Acknowledgment packet delivery ratio.

frequent link disconnections. This approach is different from a conventional explicit

acknowledgment scheme for the purpose of reliable routing, where a sink replies an

acknowledgment (Ack) packet back to a data source if a data packet is successfully

received. We observe that replying an Ack packet back to a data source is not very

efficient in terms of Ack packet delivery ratio in EHNets, which supports our approach.

As shown in Fig. 3.2, Ack packet delivery ratios against different energy harvesting

periods, harvest (Shv) and normal (Snr) states, are quite low because of time-varying

asymmetric links. Since the data source frequently experiences timeouts and executes

retransmissions, a large number of data packets are lost. In this research, we do not

consider an implicit acknowledgment scheme based overhearing [16], because the radio

should be kept active, resulting in a non-negligible energy consumption.
Due to the multiple paths, the sink may receive the same data packet from a data

source multiple times. Upon receiving a data packet, the sink determines whether it

already has received the packet routed with the same path. If not, the sink replies

a Cfm packet. The sink also replies to the later arriving data packets routed with

different paths. The sink accepts upto three duplicated data packets routed with

different paths. Whenever the sink replies a Cfm packet, it piggybacks an increment

factor (Δ, initially set by a value 1 (Δ1)) into the Cfm packet. In this research, we

propose a Weighted Confirmation (WCFM) scheme. Whenever the sink repeatedly

replies a Cfm packet for the same data packet, it reduces the increment factor, i.e., Δ1,

16



Texas Tech University, Cong Pu, August 2016

d

s a b sink

c e

(a)

d

s a b sink

c e

(b)

d

s a b sink

c e

(c)

d

s a b sink

c e

(d)

Figure 3.3. The proposed WCFM scheme.

Δ0.6, and Δ0.4. When a node receives a Cfm packet, it adds the piggybacked increment

factor to the current number of delivered packets (d). Thus, the DF increases with

different increment factors. Δ1 is assigned to the first arriving data packet, because

it is expected that the packet has been routed through the shortest path or the path

with higher DF. Intermediate nodes can forward the Cfm packet at most three times

and adjust their number of forwarded packets accordingly. Here, we multiplicatively

adjust the increment factor to clearly see the effect of the WCFM scheme on the

performance. The rationale behind this approach is to have nodes with higher DF

involve in the routing operation frequently and deliver data packets reliably. Due to

the communication overhead, this approach limits the number of multiple paths by

deploying three increment factors.

For example, ns initially generates a data packet and sends it toward a sink in

Subfig. 3.3(a). Here, both data and Cfm packets are forwarded to the directions where

black and white arrows indicate, respectively. Both ns and na operate in an extended

communication range and the rest of nodes operate in a normal communication range.
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nb, nc, and nd receive the forwarded data packet from na. Although nc and nd receive

the packet simultaneously, let say, nc forwards it. In Subfig. 3.3(b), nb and nc forward

the packet and the sink receives the packet from nb. The sink replies a Cfm packet

piggybacked with the increment factor (i.e., Δ1) to nb and receives the same data

packet from ne, as shown in Subfig. 3.3(c). The sink also replies another Cfm packet

piggybacked with a reduced increment factor (i.e., Δ0.6) for the later arriving packet.

Multiple Cfm packets are sent back to the data source, ns, through multi-hop relay

as shown in Subfig. 3.3(d). All the intermediate nodes located along to the path

between ns and the sink update their DF based on the increment factors piggybacked

in the Cfm packets. The pseudo code of major operations in the WCFM scheme is

summarized in Fig. 3.4.

If na shrinks back to a normal communication range, its reverse link to ns will be

disconnected as shown in Subfig. 3.5(a). To support this, we propose a Lazy Confir-

mation (LCFM) scheme, where na does not search a reverse path to ns but buffers

any incoming Cfm packets. Then when na operates in an extended communication

range, it forwards the buffered Cfm packets to ns, as shown in Subfig. 3.5(b). A

basic idea of the LCFM scheme is that nodes conservatively forward both data and

Cfm packets only when their reverse path is available. In contrast to the WCFM

scheme, the LCFM scheme does not adjust increment factor but always piggybacks

Δ1 to the Cfm packet. The pseudo code of major operations in the LCFM scheme is

summarized in Fig. 3.6.

Third, we deploy a simple CSMA/CA MAC protocol for the link layer and propose

an Asymmetric Link Aware Backoff mechanism. Whenever a node receives a data

packet, it executes a backoff procedure before forwarding the packet to avoid possible

packet contentions and collisions. A basic idea is that a node containing higher DF

has lower backoff period because of its successful history of data deliveries. Also a

node operating in an extended communication range has lower backoff period because

of its potential to reduce the transmission latency by shortening the number of hops

to the sink. To calculate a backoff period, we consider both the DF and the number

of neighbors (i.e., |G∗| or |G+|). For example, when a node ni receives a data packet,
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Notations:

• DFi, di, fi: defined before.
• Δw, |Δ|: An increment factor (w is 1, 0.6, or 0.4) and its number of increment factors, which is
three.
• pkt[type, src, seq]: A packet is originally sent from a source node, nsrc, with a sequence number,
seq. Here, type is either Data or Cfm.
• Qi[pkt[seq]]: A queue of received packets in ni.
• Ci[pkt[seq]]: A counter of received the same packets in ni.
� When a sink, nsink, receives a pkt[Data, s, seq],

if pkt[seq] /∈ Qsink

Enqueue the pkt[seq] into Qsink, and Csink[pkt[seq]] ++;
Reply the pkt[Cmf, sink, seq] with Δ1.0;

else

Csink[pkt[seq]] ++;
if Csink[pkt[seq]] == |Δ| − 1

Reply the pkt[Cmf, sink, seq] with Δ0.6;
else if Csink[pkt[seq]] == |Δ|

Reply the pkt[Cmf, sink, seq] with Δ0.4;
else

Discard the pkt;
� When a node, ni, receives a pkt[type, s, seq],

if pkt[type] == Data

if pkt[seq] /∈ Qi

Ci[pkt[seq]] ++;
Enqueue the pkt[seq] into Qi;
fi ++ and update DFi;

else

Ci[pkt[seq]] ++;
if Ci[pkt[seq]] == |Δ| − 1

fi += Δ0.6 and update DFi;
else if Ci[pkt[seq]] == |Δ|

fi += Δ0.4 and update DFi;
else

Discard the pkt and return;
tboffi = Minimum( fi

|Gi|·di
· cw + δi, cw) · ts; /* Eq. 3.1 */

if overhear a pkt′[Data, k, seq] during tboffi , k ∈ G∗
i

Discard the pkt;
else

Re-broadcast the pkt;
else /* pkt[type] == Cfm */

di += Δw, and update DFi;
Unicast the pkt after tboffi ;

Figure 3.4. The pseudo code of the WCFM scheme.
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Figure 3.5. The proposed LCFM scheme.

its backoff period is expressed as,

t
boff
i = Minimum(

fi

|Gi| · di
· CW + δi, CW ) · ts, (3.1)

where |Gi| becomes either |G∗
i | or |G

+
i | depending on the current transmission power

level. Here, |G+
i | ≥ |G∗

i |. Also δi becomes Uniform(0, |Gi|). In case of G+
i = {}, which

means |G∗
i | = 0 and |Gi| = 0, we replace |Gi| with 1. A small contention window

(CW ) value (i.e., 32 slots) is used and each slot is 400 μsecs, similar to [40], ts. If a

node overhears a packet being routed during the backoff period, it aborts the backoff

procedure and discards the received packet. Upon the backoff expire, if the node does

not overhear a packet, it forwards the received packet.

3.4 Simulation Testbed

We develop a customized discrete-event driven simulator using OMNeT++ [41]

to conduct our experiments. A 250×250 m2 rectangular network area is considered,

where 140 nodes are randomly distributed in the network. An initial network topology

is set in Subfig. 3.7(a), and it changes over simulation time due to the time-varying

asymmetric links in Subfig. 3.7(b). The radio model simulates CC2420 with a nominal

data rate of 250 Kbps [42]. The radio propagation model is based on the free-space

model. A single node generates data traffic with 0.25 to 2 packet injection rates and

the data packet size is 1 KByte. The periods of energy harvesting and normal states

are assumed to be exponentially distributed with mean λhv (50 and 30 seconds)

and λnr (20 second), respectively. Depending on the state, normal and extended
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Notations:

• Bi[pkt]: A buffer of received packets in ni.
� When a sink, nsink, receives a pkt[Data, s, seq],

if pkt[seq] /∈ Qsink

Enqueue the pkt[seq] into Qsink;
Reply the pkt[Cmf, sink, seq];

else

Discard the pkt;
� When a node, ni, receives pkt[Data, sink, seq],

if pkt[seq] /∈ Qi

Enqueue the pkt[seq] into Qi;
fi ++ and update DFi;
tboffi = Minimum( fi

|Gi|·di
· cw + δi, cw) · ts;

if overhear a pkt′[Data, k, seq] during tboffi , k ∈ G∗
i

Discard the pkt;
else

Re-broadcast the pkt;
else

Discard the pkt;
� When a node, ni, receives pkt[Cfm, sink, seq],

if pkt[seq] /∈ Qi

Enqueue the pkt[seq] into Qi;
di += Δ1 and update DFi;
if a reverse path to nj is available, nj ∈ G∗

i

Unicast the pkt to nj after tboffi ;
else

Enqueue the pkt into Bi;
Unicast the pkt to nj after tboffi , when the reverse path is available;

else

Discard the pkt;

Figure 3.6. The pseudo code of the LCFM scheme.

communication ranges are 40.8 m and 52 m. The total simulation time is 1,000

seconds.

3.5 Simulation Results

We vary the key simulation parameters: packet injection rate and period of energy

harvesting and normal states. Combinations of the simulation parameters are used

to conduct extensive performance evaluation studies. Five performance metrics are

measured: packet delivery ratio (PDR), latency, and changes of increment factors,

DF, and backoff period. For performance comparison, we modify a conventional
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Figure 3.7. Snapshots of network topology.

explicit acknowledgment mechanism to work in EHNets, called Conventional Ack

(CAck) scheme as a base case. In the CAck scheme, a sink replies an Ack packet only

to the first arriving data packet with the increment factor, Δ1. The intermediate

nodes located along the path relay the Ack packet back to a data source after a

random backoff. For the sake of simplicity, we do not consider a timeout mechanism

for retransmission in the data source in this research. Based on the proposed WCFM

and LCFM schemes, we also propose a hybrid approach by combining the weighted

factor and reverse path, called Hybrid Confirmation (HCFM) scheme. In the HCFM

scheme, the sink replies multiple Cfm packets piggybacked with multiplicative weights

to the later arriving data packets. The intermediate nodes located along the path to

the data source relay the Cfm packet after the asymmetric link aware backoff. They

buffer any incoming Cfm packet, if the reverse path is not available.

Packet Delivery Ratio: Fig. 3.8 shows the PDR of four different schemes with

varying packet injection rates and periods of energy harvesting and normal states in

time-varying network topologies (see Fig. 3.7). Under longer energy harvesting pe-

riod, as shown in Subfig. 3.8(a), higher PDR is achieved because more nodes operate

in an extended communication range. Thus, each node is less likely disconnected

with its neighbor nodes. The proposed WCFM, LCFM, and HCFM schemes show

higher PDF than that of the CAck scheme. This is because of multiple Cfm packets

with multiplicative increment factors and buffering any incoming Cfm packet, if the
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Figure 3.8. Packet delivery ratio as a function of mean periods of energy harvesting
and normal states.

reverse path is not available, positively affects the PDR. The HCFM scheme shows

the highest PDR for entire packet injection rates because it can identify and deploy

multiple reliable paths based on the DF. However, the CAck scheme shows the low-

est PDR for entire packet injection rates because data packets are routed through

a single path, which is a time-varying asymmetric link and becomes unreliable. In

Subfig. 3.8(b), overall PDRs decrease and performance saturation is delayed to 1.0

packet injection rate under shorter energy harvesting period.

Latency: Fig. 3.9 shows the latency of four different schemes. In Subfig. 3.9(a),

the HCFM scheme shows the lowest latency for entire packet injection rates because

data packets can be delivered reliably through multiple paths based on the DF. Multi-

ple Cfm packets with extended communication range can increase the DF, reduce the

backoff period, and identify the best path to the sink. Thus, the lowest latency can

be achieved. Compared with the LCFM scheme, the WCFM scheme shows shorter

latency because multiple Cfm packets can provide higher DF value that can lead to

shorter backoff period. The CAck scheme shows the highest latency because of a

blind random backoff period without considering asymmetric links. In Subfig. 3.9(b),

four schemes show a similar pattern of the latency but higher latency is observed

compared with the longer harvest period. Due to the short period of extended com-

munication range, more link disconnections and longer waiting time of reverse paths
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Figure 3.9. Latency as a function of mean periods of energy harvesting and normal
states.

are expected.

Increment Factor: We randomly select the nodes located near to the sink and

data source to trace the values of increment factors, piggybacked in Cfm packets, in

the HCFM and WCFM schemes. Here, λhv = 50, λnr = 20, and packet injection

rate = 1 packet/second. In Subfig. 3.10(a), the node receives many increment factors

in the HCFM scheme. The node can receive multiple Cfm packets with different

increment factors because the sink replies a Cfm packet to the later arriving data

packet. More number of Δ1 than Δ0.6 and Δ0.4 are observed because Cfm packets

for later arriving data packets are routed through a longer path or less reliable path.

Since the node’s DF increases, it is more frequently involved in the forwarding and

thus, more number of Cfm packets are received. In Subfig. 3.10(b), however, the node

has not been involved in the forwarding and receives very few Cfm packets. Subfig.

3.10(c) shows the effect of time-varying asymmetric links in the WCFM scheme. The

node has been actively involved in the forwarding but in later it is removed from the

path due to the asymmetric links. Unlike to the LCFM and HCFM schemes, where

any incoming Cfm packets are buffered, the node can lose Cfm packets in the WCFM

scheme. Subfig. 3.10(d) shows that the node almost does not receive Cfm packets

and thus, it is rarely considered as a forwarding node.
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Figure 3.10. Changes of received increment factor.

DF and Backoff Period: In Subfig. 3.11(a), we observe the changes of the

DF in the WCFM, LCFM, and HCFM schemes. Here, λhv = 50, λnr = 20, and

packet injection rate = 1 packet/second. The HCFM scheme shows higher DF than

that of other schemes because the sink replies multiple Cfm packets, which can also

be buffered. Thus, more intermediate nodes can update their DF, i.e., increment

the number of forwarded packets. The LCFM scheme shows the lowest DF because

the sink replies only to the first arriving data packet with the increment factor of

Δ1. The WCFM scheme shows higher DF than that of the LCFM scheme because

of multiple Cfm packets with different factors. In Subfigs. 3.11(b), (c), and (d), we

compare the backoff periods of three schemes. Since the backoff period is based on the
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Figure 3.11. Changes of the DF ratio and backoff period.

DF and the number of neighbor nodes, the HCFM scheme shows the lowest backoff

period compared with other two schemes. The LCFM scheme shows the highest

and highly fluctuated backoff period. Note that the average backoff periods of the

LCFM, WCFM, and HCFM schemes are 7.3619 msec, 6.8976 msec, and 5.2905 msec,

respectively.

3.6 Summary

In this research, we investigated light-weight forwarding protocols in the presence

of time-varying asymmetric links in EHNets. We proposed weighted and lazy route

confirmation schemes and an asymmetric link aware backoff mechanism to reliably
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deliver sensory data. We evaluated their performance through extensive simulation

experiments, compared them with an modified conventional explicit acknowledgment

scheme, and showed that the proposed forwarding protocols is a viable approach in

EHNets.

To see the full potential of the proposed techniques, we relax our assumption on

energy harvesting from environmental sources in WSNs. We implicitly assumed that

each node uniformly harvests energy and extends its communication range in the net-

work. We are currently investigating a piezoelectric (later piezo) based energy har-

vesting from ambient vibrations [43] in a mobile tactical network, where only actively

moving nodes harvest energy and communicate with an extended communication

range. For example, each soldier equipped with a piezo-based energy harvesting kit

in his/her shoes moves according to a tactical maneuver within the network and dis-

seminates captured information with other soldiers. We envision that the proposed

forwarding protocols can be integrated for reliable data dissemination in a mobile

tactical network.
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CHAPTER 4

LIGHT-WEIGHT COUNTERMEASURE TO FORWARDING MISBEHAVIORS

In this chapter, we investigate a selective forwarding attack and propose a light-

weight detection scheme to forwarding misbehavior in WSNs.

4.1 Introduction

Wireless sensor networks (WSNs) have been receiving a considerable attention as

an alternative solution for scalable monitoring and data collection in a hostile or

unattended area. A WSN consists of resource constrained sensor nodes (later nodes)

in terms of sensing, computing, or communicating capability. As a part of rapidly

emerging Internet of Things (IoT), where a myriad of multi-scale nodes and devices

are seamlessly blended, WSNs will play an important role in building a ubiquitous

computing and communication infrastructure. With the prevalence of cloud, social

media, and wearable computing as well as the reduced cost of processing power,

storage, and bandwidth, it is envisaged that wirelessly connected smart nodes and

devices under IoT will enhance flexible information accessibility and availability as

well as change our life further.

Due to the harsh environmental conditions of deployment and the lack of physical

protection, however, nodes can be easily captured, tampered, or destroyed by an

adversary in WSNs. An open nature of wireless communication can also enable the

adversary to overhear, duplicate, corrupt, or alter sensory data. In addition, most

conventional network routing protocols are not originally designed to consider the

security requirements for malicious attacks. Thus, WSNs are vulnerable to a well-

known denial-of-service (DoS) attack that primarily targets service availability by

disrupting network routing protocols or interfering with on-going communications.

In this research, we investigate a selective forwarding attack and propose its coun-

termeasure in multi-hop WSNs, where a single or multiple malicious nodes randomly

or strategically drop any incoming packet. The selective forwarding attack primarily

targets the network routing vulnerabilities of multi-hop WSNs by violating an im-

plicit assumption, i.e., all nodes faithfully and collaboratively route packets to a sink.

Unlike a blackhole attack [44], where a malicious node blindly drops any incoming
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packet, it is a non-trivial problem to detect the forwarding misbehavior from tem-

poral node failures or packet collisions. In light of these, we propose a light-weight

countermeasure and its corresponding techniques to energy efficiently detect the selec-

tive forwarding attack, and measure its security resiliency and performance tradeoff

through an analytical model and extensive simulation experiments. Our major con-

tribution is briefly summarized in two-fold:

• First, we propose a single checkpoint based countermeasure, called SCAD, in

WSNs. Unlike prior detection schemes [20, 21, 45, 23, 26], where multiple

checkpoint nodes are deployed, the SCAD deploys a single checkpoint-assisted

approach and its security resiliency and communication performance are mea-

sured. The SCAD is also incorporated with timeout and hop-by-hop retrans-

mission techniques to recover unexpected packet losses due to the forwarding

misbehavior or bad channel quality.

• Second, we propose a simple analytical model of the SCAD and show its nu-

merical result in terms of false detection rate. We also revisit prior checkpoint-

based and monitor-based detection approaches, CHEMAS [21] and CAD [23],

and modify them to work in WSNs for performance comparison.

We develop a customized discrete-event simulation framework by using the OM-

NeT++ [41] and evaluate its performance through extensive simulation experiments

in terms of detection rate, successful drop rate, packet delivery ratio, energy con-

sumption, number of forwarded and overheard packets, and false detection rate. The

simulation results indicate that the proposed countermeasure is a viable detection

approach to a selective forwarding attack.

4.2 System and Adversary Models

When a node detects an event, it becomes a source node, generates a data packet,

and forwards the packet towards a sink in WSNs. To deliver the data packet to-

ward the sink, a simple broadcast-based forwarding [46], directed diffusion [47], or

geographic-based routing [48] techniques can be deployed. Each node is aware of its

one-hop neighbor nodes by exchanging a one-time single-hopHello packet piggybacked

with its node id [46]. We assume that the network is dense enough to find multiple

29



Texas Tech University, Cong Pu, August 2016

forwarding candidate nodes. Thus, a single node connecting two sub-networks is not

considered because it could be a single point of failure or a malicious node.

A primary goal of the adversary is to attack service availability and degrade the

network performance by interfering with on-going communications. An adversary is

able to capture and compromise a legitimate node to behave maliciously. A malicious

node located along the forwarding path may selectively drop or forward any incom-

ing packet to deafen a sink. The malicious node may also eavesdrop on an on-flying

packet and inject false information or modify its packet header to mislead network

traffic. However, if a sender can authenticate a packet with a light-weight digital

signature [49], a receiver can easily verify the packet and detect any modification.

In this research, we primarily focus on the selective forwarding attacks or the adver-

sarial scenarios [20, 21, 45, 23, 26] that cannot be detected by digital signatures and

cryptographic primitives.

4.3 Single Checkpoint-based Detection

The SCAD deploys a single checkpoint-assisted approach and consists of three ma-

jor operations: single checkpoint node selection, timeout, and retransmission. First,

when a source node generates a data packet, it randomly selects one of intermediate

nodes located along the forwarding path to a sink as a checkpoint node and piggybacks

a random number into the packet. Since the source node independently and randomly

selects a checkpoint node per-packet basis, it is not trivial for an adversary to predict

the checkpoint node for the next data packet. Here, we do not consider dynamically

changing routing paths for the same packet during the transmission, because it can

exclude the checkpoint node selected by the source node in the path. When a node

receives the data packet, it caches the packet in its local storage and checks whether

it is selected as a checkpoint node by comparing its one-way hash and map functions

[21]. If both functions are equal to one (e.g., selected as a checkpoint node), the

node forwards the data packet to the next node and replies an acknowledgment (Ack)

packet back to the source node. In Fig. 4.1, a forwarding path from a source node

to a sink is depicted with a single checkpoint node. Here, both black and red dots

represent a checkpoint node and malicious nodes, respectively. A randomly selected

checkpoint node (e.g., n5) divides the forwarding path into two streams: upstream
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(Gup: e.g., n1 to n4) and downstream (Gdown: e.g., n5 to n10). Since both the sink

and checkpoint node reply an Ack packet, any intermediate node located between the

source node and the sink receives one or two Ack packets depending on the location

of checkpoint node. Note that a malicious node could be selected as a checkpoint

node, and thus it could drop a data packet but reply a fake Ack packet.

Second, when a node forwards a data packet, it sets a timer for an Ack packet

originated either from the sink or a checkpoint node, or an Alarm packet generated

from a downstream node. If the node does not receive the Ack or Alarm packet before

its timer expires, because of possible forwarding misbehavior or bad channel quality, it

generates an Alarm packet to prosecute the next node for the forwarding misbehavior

and forwards the Alarm packet back to the source node. The more malicious nodes

drop Ack or even Alarm packets, the more forwarding misbehaviors can be detected

because upstream nodes experience more timeouts. The malicious node may fabricate

an Ack packet but it can be easily detected. This is because each intermediate node

can check whether the Ack packet was replied from an illegal node by checking its

buffered checkpoint seed [21], which is originally generated from the source node and

piggybacked to the data packet. A similar light-weight digital signature [49] can also

be used to check whether the packet has been modified.

In the SCAD, we propose a timeout technique to reduce unnecessary packet de-

livery latency, which can be caused by unexpected packet loss due to the forwarding

misbehavior or bad channel quality. We define a timeout period as a tuple, [TC , T S],
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where TC and T S are timeout periods of an Ack packet originated from a checkpoint

node (C) and the sink (S), respectively. If a node is located in Gdown, its T
C is zero.

In order to estimate the timeout period, we consider a single-hop based estimated

trip time (TETT ) that can be measured from when a node forwards a data packet

(TF,data) to when it receives an Ack packet either from the checkpoint node or the

sink (TR,Ack). Then TETT is divided by Hk, which is the number of hops counted from

the node to the checkpoint node or the sink when a node forwards a data packet with

sequence number k.TETT is updated by the low pass filter with a filter gain constant

α,

T �
ETT = α · T �

ETT + (1− α) · TETT,k−1, (4.1)

where � ∈ {C, S}. TETT,k−1 is the measurement from the most recently received Ack

packet and it is expressed as,

TETT,k−1 =
TR,Ack − TF,data

Hk−1

. (4.2)

Thus, the timeout period is expressed as,

T � = T �
ETT ·Hk +Hk · δ, (4.3)

where δ is an adjustment factor and Hk·δ is added to consider the packet delivery

latency. Fig. 4.2 shows the changes of timeout period against the number of hops

from the sink.

Third, we deploy a hop-by-hop retransmission approach to reduce the packet deliv-

ery latency and expedite in detecting the forwarding misbehavior in the SCAD. If a

node does not receive an Ack or Alarm packet before its timer expires, it retransmits

a cached data packet to the next node after forwarding an Alarm packet to the source

node. If the node still does not receive an Ack or Alarm packet again, it forwards

another Alarm packet again, quits the retransmission, and discards the cached data

packet. For example, suppose n8 drops a data packet forwarded from n7 in Fig. 4.1.

Then n7 generates an Alarm packet and retransmits its cached data packet to n8. If

n8 drops the retransmitted data packet again, n7 generates another Alarm packet.

The more malicious nodes drop retransmitted data packets, the sooner the source
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Figure 4.2. The timeout period increases as the number of hops from the sink in-
creases.

node detects their forwarding misbehaviors. Note that the source node may isolate

a suspected node from the network after receiving a number of Alarm packets by

broadcasting a packet piggybacked with the id of suspected node, or reducing a for-

warding probability of the suspected node [38]. However, this is out of the scope of

this research. Major operations of the proposed countermeasure are summarized in

Fig. 4.3.

4.4 Analysis of the Proposed Countermeasure

In this part, we analyze the SCAD in terms of average false detection rate. When a

packet (e.g., data, Ack, or Alarm) is lost because of the bad channel quality, however, a

node may mistakenly prosecute the next located legitimate node as a malicious node,

resulting in the false detection. In Fig. 4.1, for example, n6 drops a data packet

forwarded from n5. Then n5 generates an Alarm packet to prosecute the forwarding

misbehavior of n6 when its timer expires, and forwards the Alarm packet back to the

source node. Due to the bad channel quality, the Alarm packet can be lost again

during the transmission from n5 to n4. Then n4 generates another Alarm packet

to prosecute the forwarding misbehavior of n5 when its timer expires, resulting in a

false detection. In this analysis, we assume that the bad channel quality in terms of

channel error primarily causes packet loss without considering packet drop conducted
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Notations:

• [TC , TS ]: Defined before.
• pkt[type, seq, chk, x]: A packet with a sequence number, seq, checkpoint node id, chk, malicious node id, x and
packet type, type. Here, type is data, Ack or Alarm.
• Qi[pkt[seq]], flagseq , c

i
mis, τ : A queue of received data packets in ni, a data packet pkt[seq] retransmission flag,

the number of detected forwarding misbehaviors of ni and a forwarding misbehavior threshold.
� When a source node, ns, senses an event:

Send out pkt[data, seq, chk, none];
� When the sink, nsink, receives an event packet:

Reply pkt[Ack, seq, sink, none];
� When a node, ni, detects a forwarding misbehavior of a malicious node, nm (m = i+ 1): TC or TS expires;
if flagseq is false /∗ Has not retransmitted pkt[seq] ∗/

Reply pkt[Alarm, seq, none,m];
Retransmit pkt[data, seq, chk, none];
flagseq = true;

else

Reply pkt[Alarm, seq, none,m];
� When a node, ni, receives a pkt[type, seq, chk, x],
if pkt[type] == data

if i == chk
Enqueue the pkt[seq] into Qi;
Set up [none, TS ]; /∗ Eq. 1 ∗/
Forward pkt[data, seq, chk, none];
Reply pkt[Ack, seq, chk, none];

else

if i < chk /∗ ni is in the upstream of chk ∗/
Enqueue the pkt[seq] into Qi;
Set up [TC , TS ];
Forward pkt[data, seq, chk, none];

else /∗ ni is in the downstream of chk ∗/
Enqueue the pkt[seq] into Qi;
Set up [none, TS ];
Forward pkt[data, seq, chk, none];

end if

if pkt[type] == Ack

if sink ∈ pkt /∗ Ack transmitted from the sink ∗/
Dequeue the pkt[seq] from Qi;
Forward pkt[Ack, seq, sink, none];
Cancel TS ;

else /∗ Ack is from a checkpoint ∗/
Forward pkt[Ack, seq, chk, none];
Cancel TC ;

end if

if pkt[type] == Alarm /∗ x is a malicious node ∗/
if ni is the source node

cxmis = cxmis + 1;
if cxmis ≥ τ

Broadcast isolation packet;
else

Dequeue the pkt[seq] from Qi;
Cancel TS or TC and TS ;
Forward pkt[Alarm, seq, none, x];

end if

Figure 4.3. The pseudo code of proposed SCAD detection scheme.
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by malicious nodes to clearly see the impact on the false detection.

Suppose total N nodes excluding the sink and source node are located in the

forwarding path, where m (≥ 1) of them are malicious nodes. ϕ is a channel error

rate, either 10% or 20%. Let PF be an average false detection rate, which is the sum

of average false detection rates of data (PFD), Ack (PFA), and Alarm (PFM) packet

losses. Then PF is expressed as,

PF = PFD + PFA + PFM . (4.4)

First, PFD is expressed as,

PFD =
1

n−m− 1
(PFD1 + PFD2), (4.5)

where,

PFD1 =
m∑
i=1

hi−hi−1−2∑
j=0

(1− ϕ)2j+2hi−1ϕ, (4.6)

PFD2 =
n−hm−2∑

j=0

(1− ϕ)2j+2hmϕ. (4.7)

Here, hi (0 ≤ i ≤ m, and h0 = 0) is the number of hops from the ith malicious node

to the first node (e.g., n1). PFD is the average false detection rate of data packet

loss between the first and the last nodes (e.g., n1 to n10 in Fig. 4.1). In Eq. 4.6,

PFD1 is the total false detection rates between the first node and the last malicious

node (e.g., n1 to n8). Note that a data packet loss can lead to both false and correct

detection cases. In a false detection case based on Fig. 4.1, if a data packet is lost

during the transmission from n3 to n4, a malicious node n3 generates an Alarm packet

to prosecute the forwarding misbehavior of a normal node n4. If this Alarm packet

is forwarded to the source node, a false detection can occur. In case of a correct

detection, however, suppose a data packet is lost during the transmission from n2 to

n3. Then a legitimate node n2 generates an Alarm packet to prosecute a malicious

node n3, which can lead to a correct detection. In Eq. 4.7, PFD2 is the total false

detection rates between the last malicious node and the last node on the forwarding

path (e.g., n8 to n10). Unlike to PFD1, only a false detection can occur because there
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is no malicious node between n8 to n10.

Second, PFA is expressed as,

PFA = PFA1 + PFA2. (4.8)

PFA1 =
RDchk

hchk − k
(PFA1,1 + PFA1,2), (4.9)

where

RDchk = (1− ϕ)hchk , (4.10)

PFA1,1 =

hchk−hk−1∑
j=0

(1− ϕ)hchk−1ϕ, (4.11)

PFA1,2 =
1∑

i=k

hi−hi−1−2∑
j=0

(1− ϕ)hchk−1ϕ. (4.12)

Also,

PFA2 =
RDsink

n−m− 1
(PFA2,1 + PFA2,2), (4.13)

where

RDsink = (1− ϕ)n−1, (4.14)

PFA2,1 =
n−hm−2∑

j=0

(1− ϕ)n−2ϕ, (4.15)

PFA2,2 =
1∑

i=m

hi−hi−1−2∑
j=0

(1− ϕ)n−2ϕ. (4.16)

Here, hchk is the number of hops from the checkpoint node to the first node (e.g., n5

to n1, hchk = 4). k is the number of malicious nodes located in Gup. PFA1,2 becomes

zero when k = 0. In Eq. 4.8, PFA is an average false detection rate of the first and

second Ack packet losses from the checkpoint node or the sink to the first node (e.g.,

n5 to n1, or sink to n1), respectively. RDchk and RDsink are the probabilities that

a data packet reaches to the checkpoint node and the sink in Eqs. 4.10 and 4.14,

respectively. In Eq. 4.9, PFA1 is an average false detection rate of the first Ack packet

loss during the transmission between the checkpoint node and the first node (e.g., n5

to n1).

36



Texas Tech University, Cong Pu, August 2016

In Eq. 4.11, PFA1,1 is the total false detection rates between checkpoint node and

the first malicious node (e.g., n5 to n3). Similar to data packet loss, an Ack packet loss

can lead to both false and correct detections. For example, an Ack packet loss during

the transmission from n4 to n3 can lead to a false detection because a malicious node

n3 generates an Alarm packet to prosecute the forwarding misbehavior of a normal

node n4. If an Ack packet is lost during the transmission from n3 to n2, a correct

detection can occur because a normal node n2 generates an Alarm packet to prosecute

the malicious node n3. In Eq. 4.12, PFA1,2 is the total false detection rates between

the first malicious node and the first node on the forwarding path (e.g., n3 to n1).

Since no malicious node exists between n3 and n1, only a false detection can occur.

In Eq. 4.13, PFA2 is an average false detection rate of the second Ack packet loss

during the transmission between the sink and the first node (e.g., sink to n1). Similar

to the first Ack packet loss, both false and correct detections of Ack packet loss can

occur during the transmission between the sink and the first malicious node. Thus,

only a false detection can occur during the transmission between the first malicious

node and the first node. In Eqs. 4.15 and 4.16, PFA2,1 is the total false detection

rates between the sink and the first malicious node (e.g., sink to n3), while PFA2,2 is

the total false detection rates between the first malicious node and the first node in

the forwarding path (e.g., n3 to n1).

Third, PFM is expressed as,

PFM =
1

n−m− 1
(PFM1 − PFM2), (4.17)

where,

PFM1 =
n−2∑
i=1

(1− ϕ)2i−1ϕ2, (4.18)

PFM2 =
m∑
i=1

(1− ϕ)2hi−1ϕ2. (4.19)

PFM is an average false detection rate of Alarm packet loss between the first and

the last nodes. In Eq. 4.18, PFM1 includes the probabilities of both false and correct

detections for Alarm packet loss, respectively. In case of a false detection based on Fig.

4.1, suppose n6 intentionally drops a data packet and n5 generates an Alarm packet
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Figure 4.4. The false detection rate against the number of malicious nodes and
channel error rates.

to prosecute the forwarding misbehavior of n6. If the Alarm packet is lost during

the transmission from n5 to n4, n4 generates another Alarm packet to prosecute the

forwarding misbehavior of n5. If this Alarm packet is forwarded to the source node,

then a false detection can occur. In case of a correct detection, denoted as PFM2

in Eq. 4.19, suppose a data packet is lost during the transmission from n3 to n4,

n3 generates an Alarm packet to prosecute the forwarding misbehavior of n4, and

this Alarm packet is lost during the transmission from n3 to n2. Then n2 generates

another Alarm packet to prosecute the forwarding misbehavior of n3, leading to a

correct detection.

In Fig. 4.4, we show a numerical result of the impact of number of malicious

nodes (m) and channel error rate (ϕ) on the average false detection rate based on the

aforementioned analysis. Here, 20 intermediate nodes are located in the forwarding

path, where one to six malicious nodes are randomly located. As the m increases,

overall PF decreases with different ϕ in Subfig. 4.4(a)(b). In particular, higher ϕ leads

to higher PFD in Subfig. 4.4(b). The more data packets are lost, the harder nodes

detect whether the packets are lost or dropped. As the m increases, PFD decreases

because data packet has higher probability of being dropped by malicious nodes than

that of being lost during the transmission. In PFA, malicious nodes are reluctant

to drop any Ack packet because this forwarding misbehavior may enforce nodes to

generate a series of Alarm packets. In Subfig. 4.4(b), lower PFA is observed with ϕ

38



Texas Tech University, Cong Pu, August 2016

Table 4.1. Simulation Parameters of SCAD
Parameter Value

Network area 300×300 m2

Number of nodes 250
Number of malicious nodes 1 to 6
Channel error rate 0 to 10%
Radio data rate 250 Kbps
Packet injection rate 0.5 packet/second
Packet size 1 KByte
Packet drop rate 10% or 20%
Radio range 12.3 m
Radio model CC2420
Simulation time 1000 seconds

= 20% compared to 10% channel error rate in Subfig. 4.4(a). This is because more

data packets are lost during the transmission and thus, the number of Ack packets

reduces and the m does not affect PFA much. Both m and ϕ affect PFM . Higher ϕ

leads to higher PFM in Subfig. 4.4(b). As the m increases, PFM slightly increases

because 1
n−m−1

increases in PFM .

4.5 Simulation Testbed

We conduct extensive simulation experiments using the OMNeT++ [41] for perfor-

mance evaluation and analysis. A 300×300 (m2) rectangular network area is consid-

ered, where 250 nodes are uniformly distributed. The communication range of each

node is 12.3 (m). The radio model simulates CC2420 with a normal data rate of

250 Kbps [42]. The channel error rate is randomly changed from 0 to 10% with a

step size 2% during the simulation. A packet injection rate is 0.5 packet/second and

each packet size is 1 KByte. One to six malicious nodes are randomly located along

the forwarding path between a source node and the sink. A set of malicious nodes

selectively drops any incoming packet with a packet drop rate, either 10% or 20%.

The simulation parameters are summarized in Table 4.1.

In this research, we measure the performance in terms of detection rate, successful

drop rate, packet delivery ratio (PDR), energy consumption, number of forwarded and

overheard packets, and false detection rate by changing key simulation parameters,
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Figure 4.5. The detection rate against the number of malicious nodes.

including number of malicious nodes, packet drop rate, and channel error rate. For

performance comparison, we denote the proposed countermeasure without or with

retransmission as SCAD or SCAD-rt, respectively. They are compared with the

CHEMAS [21] that is configured with two or three segments (k), denoted as CHE-

k2 or CHE-k3, respectively, where an Ack packet traverses k segments before being

dropped by a checkpoint node. The proposed countermeasure is also compared with

the CAD [23], where the detection threshold values are set between 0.08 and 0.15.

In Fig. 4.5, as the number of malicious nodes (m) increases, the detection rate

decreases in both CHE-k2 and CHE-k3. The probability of multiple malicious nodes

being selected as a checkpoint node increases and they may not report the forwarding

misbehavior witnessed from adjacent nodes to the source. The lower detection rate

is observed with the smaller k. Since Ack packet traverses the less number of hops

along the forwarding path, each intermediate node receives less number of Ack packets

forwarded from the downstream. The CAD is sensitive to the detection threshold

value and shows about 95% and 50% detection rates in low (0.08) and high (0.15)

threshold values, respectively. Due to the temporarily fluctuating channel quality, it

becomes an issue to adaptively set the detection threshold value based on the time-

varying estimated loss rates. Thus, the detection rate highly depends on the detection

threshold value. Unlike to the CAD, both SCAD and SCAD-rt show high and stable

detection rates for entire m. Since a single checkpoint node is selected and replies
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(c) 20% Packet Drop Rate

Figure 4.6. The successful drop rate and packet delivery ratios against the number
of malicious nodes.

an Ack packet, more intermediate nodes are supposed to receive and forward the Ack

packet to the source. If an upstream legitimate node does not receive an Ack packet

before its timeout period, it generates an Alarm packet to prosecute the next node

for forwarding misbehavior.

In Fig. 4.6, both successful drop rate and PDR are measured by varying the m and

packet drop rate. In Subfig. 4.6(a), the m significantly affects the successful drop

rate in both CHE-k2 and CHE-k3. The CHE-k2 shows higher successful drop rate

than that of the CHE-k3. This is because an Ack packet travels less number of hops

and each intermediate node receives less number of Ack packets compared to that

of the CHE-k3. Multiple malicious checkpoint nodes can cooperate each other and

drop data packets without being detected. Depending on the k, the CHEMAS has a

performance tradeoff between security resilience and communication overhead. Note

that the SCAD, SCAD-rt, and CAD show zero successful drop rate. In Subfig. 4.6(b),

under 10% packet drop rate, PDR quickly decreases as the m increases because more

data packets are randomly dropped by malicious nodes. The SCAD, SCAD-rt and

CAD show higher PDR than that of the CHE-k2 and CHE-k3 for entire m because

the collusion of multiple malicious nodes selected as a checkpoint node does not affect

to the SCAD, SCAD-rt and CAD. The SCAD-rt shows the best performance (about

90% or more) because each intermediate node can quickly retransmit its cached data

packet to the next node if the data packet is dropped or lost. In Subfig. 4.6(c),

overall PDRs decrease with a larger packet drop rate, 20%. However, the SCAD-rt
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still shows the best performance and the PDR decreases gracefully compared to that

of the CHE-k2, CHE-k3 and CAD.
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(b) 20% Packet Drop Rate

Figure 4.7. The energy consumption against the number of malicious nodes and
packet drop rate.
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Figure 4.8. The number of forwarded and overheard packets against the number of
malicious nodes.

In Fig. 4.7, the energy consumption is measured based on the number of forwarded

and overheard packets [50] by varying the m and packet drop rates. In Subfig. 4.7(a),

both SCAD and SCAD-rt show lower energy consumption than that of the CHE-k2
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Figure 4.9. The false detection rate against the number of malicious nodes and
channel error rate.

and CHE-k3 because of less number of Ack packets traversed along the forwarding

path. Since an Ack packet traverses three and two segments before being dropped by

a checkpoint node in the CHE-k3 and CHE-k2, respectively, the CHE-k3 consumes

more energy than that of the CHE-k2. The SCAD-rt also consumes more energy than

that of the SCAD to retransmit lost or dropped data packets. In Subfig. 4.7(b), over-

all energy consumptions decrease with higher packet drop rate (20%) because more

data packets are dropped by malicious nodes. Note that we measure the number of

forwarded and overheard packets in Subfigs 4.8(a) and (b), respectively. The CHE-k2,

CHE-k3 and SCAD explicitly send Ack packets for detecting forwarding misbehav-

iors, but the CAD implicitly monitors the network traffic. Thus, intermediate nodes

in the CHE-k2, CHE-k3 and SCAD forward more packets but ultimately the CAD

overhears more packets, because each node always needs to wake up and observe any

on-going packet.

In Fig. 4.9, we measure the false detection rates by varying them and channel error

rates (e). In Subfig. 4.9(a), both SCAD and SCAD-rt show the lowest false detection

rate because the number of Ack packets generated by a single checkpoint node reduces.

Note that this false detection rate is lower than that of the aforementioned analysis

(see Fig. 4.4). Since the analysis extensively counts all packet losses due to the bad

channel quality, it shows an upper-bound of false detection rate. Multiple checkpoint

nodes generate Ack packets and each intermediate node frequently forwards them to
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the source in the CHE-k2 and CHE-k3. Thus, more Ack packets can be lost due

to the bad channel quality, resulting in higher false detection rate. The CAD with

higher detection threshold value (i.e., 0.15) shows the highest false detection rate,

because more intermediate nodes mistakenly consider a packet loss as a forwarding

misbehavior. In Subfig. 4.9(b), as the e increases, overall false detection rates increase

because it becomes harder to detect the forwarding misbehavior of malicious nodes

from packet loss due to the bad channel quality.

4.6 Immunity to Other Attacks

We investigate the SCAD whether it can be applied to two well-known attacks:

colluding collision attack and power control attack [51].

Colluding Collision Attack: A multiple number of malicious nodes may collude

together and create a collision at the next hop on purpose by simultaneously sending

packets. The IEEE 802.11 medium access control (MAC) protocol with request-to-

send (RTS)/clear-to-send (CTS) exchange can be deployed to reduce packet collisions.

However, the 802.11 MAC with RTS/CTS exchange is often disabled in many WSN

applications because of its non-negligible energy consumption [51]. Thus, it is not

trivial to avoid colluding collision attack, but this attack can be detected by the

SCAD. In Fig. 4.1, suppose n6 sends a data packet to n7 and its colluding n8 also

simultaneously send any packet to n7. Then n7 fails to receive the data packet due

to the collision. In the SCAD, since the data packet is lost, the sink will not reply

an Ack packet back to the source node. Thus, n5 cannot receive the Ack packet from

the sink before its timer expires, and it will generate an Alarm packet to prosecute

the forwarding misbehavior of n6 and forward the Alarm packet back to the source

node.

Power Control Attack: Amalicious node may control its transmission power and

forward a packet to exclude a legitimate node from its communication range. This

power control attack is similar to selective forwarding attack and it can be detected

by the SCAD. In Fig. 4.1, suppose n2 forwards a data packet to n3 and the data

packet is relayed to n4. Then n2 sets two timers for the Ack packets originated from

the sink and n5, respectively. If n3 reduces its transmission power and forwards the

data packet, n4 fails to receive the data packet. In the SCAD, since n5 cannot receive
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the data packet, it will not reply the Ack packet back to the source node. Thus, n2

cannot receive the Ack packet from the checkpoint node before its timer expires, and

it will generate an Alarm packet to prosecute the forwarding misbehavior of n3 and

forward the Alarm packet back to the source node.

4.7 Potential Enhancements

We explore design issues and extensions to see the full potential of our approach

for efficiently mitigating the forwarding misbehavior.

Alternative Path for Retransmission: In the SCAD, if a node does not receive

an Ack or Alarm packet before its timer expires, due to the forwarding misbehavior

or bad channel quality, it generates an Alarm packet to prosecute the next node

for its forwarding misbehavior. Then the node retransmits its cached data packet

to the same next node based on the proposed hop-by-hop retransmission. If the

next node drops the retransmitted data packet again, the source node will choose an

alternative forwarding path without including this suspected node. Thus, we plan

to deploy a bypass technique [52, 53] in the hop-by-hop retransmission by selecting

an alternative forwarding path from the node that prosecutes the next node and

generates an Alarm packet. This approach can avoid transmitting the cached data

packet to the same suspected node over and over until the source node changes the

path. For example, when a node detects the forwarding misbehavior of the next

node, it selects another one-hop node as a forwarding node and transmits the cached

data packet. However, an alternative path may exclude the checkpoint node already

selected from the source node during the transmission. Then the node that generates

an Alarm packet randomly chooses a checkpoint node, piggybacks the id of checkpoint

node into the cached data packet, and forwards the data packet towards the sink. Note

that when a malicious node selects an alternative path, it may chooses a path which

is far longer than the shortest or optimal path to intentionally increase the packet

delivery latency, called vampire attack [54].

Active Detection: In the SCAD, a single checkpoint node generates an Ack packet

and each intermediate node located along the forwarding path passively monitors any

forwarding behavior of its next node. Similar passive monitoring based approaches

are also found in [23, 17, 18, 19, 38]. Since the detection rate highly depends on
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how frequently malicious nodes conduct the forwarding misbehavior, it can be sig-

nificantly reduced if multiple malicious nodes collude together. Thus, we consider a

camouflage-based detection [39], in which each node pretends not to overhear on-going

communication but monitors the forwarding behavior of its adjacent nodes to detect

a deep lurking malicious node. We plan to extend the SCAD by deploying an active

detection approach, where each intermediate node hides its operational status (i.e.,

a checkpoint node), counts the number of forwarding misbehaviors, and selects the

next forwarding node. A suspected node recorded with a high number of forwarding

misbehaviors will not be chosen very often as a forwarding node.

4.8 Summary

In this research, we proposed a light-weight countermeasure, called SCAD, to miti-

gate the forwarding misbehavior in WSNs. In the SCAD, a single checkpoint-assisted

approach incorporated with timeout and retransmission techniques can efficiently

improve the detection rate as well as reduce the energy consumption, false detection

rate, and successful drop rate. The SCAD can achieve more than 90% PDR with

less energy consumption compared to prior CHEMAS and CAD schemes. A simple

analytical model of the SCAD and its numerical result in terms of false detection rate

are also presented. To see the full potential of our approach, we discuss the design

issues and possible extensions of the SCAD. The numerical and simulation results

indicate that the proposed countermeasure is a viable approach in WSNs.
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CHAPTER 5

CAMOUFLAGE-BASED ACTIVE DETECTION

In this chapter, we investigate one of well-known denial-of-service (DoS) attacks,

selective forwarding attack, and proposes a camouflage-based active detection scheme

in EHNets.

5.1 Introduction

Energy harvesting from surrounding environmental resources (e.g., vibration, ther-

mal gradient, light, wind, etc.) has been given considerable attention as a way to avoid

frequent battery replacements or replenishment. For example, ambient vibration-

based energy harvesting has been widely deployed because of the available energy

that can be scavenged from an immediate environment, such as a pulse of blood

vessel, or a kinetic motion of walking or running [55]. Piezoelectric-based energy

harvesting is favored when vibration is the dominant source of environmental energy,

and solar light is not always available [43]. Rapidly proliferating wearable devices

implanted to anywhere of user (e.g., glasses, clothes, shoes, accessories, or even under

skin [56]) are to extend the lifetime of the batteries from an immediate environment,

i.e., typical body motions. U.S. Army plans to eliminate all the military batteries

or at least reduce the frequency of replacing batteries for communication devices [8].

Soldiers will be equipped with batteryless or self-powered communication devices in

near future [9]. We envision that energy harvesting will play a pivotal role in making

possible self-sustainable wireless devices ranging from nano-scale sensors to handheld

mobile devices, and it will serve as a major building block for emerging Internet of

Things (IoT) applications [1]. Thus, a newly emerging energy harvesting motivated

network (EHNet) foresees diverse applications in civilian and military environments,

and will be a part of ubiquitous communication infrastructure [10].

In this research, we investigate one of well-known denial-of-service (DoS) attacks,

selective forwarding attack [44], and its countermeasure in EHNets. In selective for-

warding attack, a malicious node randomly or strategically drops any incoming packet

in order to disrupt network protocols or interfere with on-going communications on

purpose. It is not trivial to identify a malicious forwarding misbehavior from tem-
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poral node failures or packet collisions. Note that this is different from a blackhole

attack, where a malicious node blindly drops any incoming packet, that can be easily

detected. Countering selective forwarding attack and its variants in diverse networks

have been actively studied [17, 18, 19, 20, 21, 23]. Unfortunately, selective forwarding

attack and its countermeasure are still under-explored in the realm of EHNets.

In light of this, we propose a camouflage-based active countermeasure to selective

forwarding attack in EHNets, where each node actively monitors its adjacent nodes

and detects forwarding misbehaviors. Our major contribution is summarized in two-

fold:

• First, we investigate four adversarial attack scenarios and analyze their potential

forwarding behaviors in EHNets, where each node periodically switches its state

between active and harvest. A set of vulnerable cases causing a forwarding

misbehavior is identified.

• Second, we propose a novel camouflage-based active detection scheme and its

communication protocol in EHNets, where each node actively disguises itself as

an energy harvesting node, monitors its adjacent nodes, and detects a lurking

malicious node.

We develop a customized simulation framework using OMNeT++ [41], conduct a

performance evaluation study in terms of six performance metrics, and show a viable

approach to selective forwarding attack in EHNets.

5.2 System and Adversarial Models

In this research, each node is assumed to equip a vibration detection card connected

with a piezoelectric fiber composite bi-morph (PFCB)W14 and a rechargeable battery

[43]. The PFCB-W14 is used as a piezoelectric component to trap immediate envi-

ronmental vibration energy (e.g., disturbance, walking, or running) and transform it

into mechanical vibration energy. Then this mechanical energy can be converted into

electrical energy through the direct piezoelectric effect. Energy harvesting is modeled

by a two-state Markov process with active (sa) and harvest (sh) states. A node stays

in active state for an amount of time, which is exponentially distributed with a mean

λa, and changes to harvest state. After energy harvesting for an amount of time in
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Figure 5.1. The impact of uniform and exponential packet intervals.

harvest state, which is also assumed to be exponentially distributed with a mean λh,

the node changes back to active state. A node in active state can send/receive and

overhear packets. In order to avoid overhead of frequent state changes (i.e., on-off

switching cost), a node in harvest state is unable to communicate with other nodes

until a certain level of energy is harvested [38]. Each node is aware of its one-hop

neighbor nodes by exchanging a one-time single-hop Hello packet piggybacked with

its node id during a network deployment phase [46].

When a node is in harvest state, it periodically broadcasts a one-hop State packet

to prevent its adjacent neighbor nodes from mistakenly forwarding a packet, result-

ing in packet loss. In this research, we observe the impact of State packet intervals

on packet delivery ratio (PDR) in Fig. 5.1, where both uniform and exponential

intervals are used by varying packet injection rates (rpkt). Short packet intervals in

both uniform and exponential distributions show low PDRs because frequently broad-

casted State packets can be collided with Data packets. As rpkt and interval increase,

PDRs increase in both distributions. When the intervals are close to 1.0 (sec), PDRs

reach more than 90%. Thus, such a reasonable packet interval is acceptable without

significantly affecting the performance in EHNets.

The primary goal of adversary is to attack service availability and degrade the

network performance by interrupting on-going communication. The adversary is able

to capture and compromise legitimate nodes so that they can behave maliciously.
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A malicious node may selectively forward any incoming packet or eavesdrop any on-

flying packet and inject false information or modify the packet to mislead the network

traffic on purpose. We assume that the malicious node has no energy constraints and

it can stay in active state for an extended period. Here, we consider a network where

there is at least more than one node to forward a packet to a sink or access point

(AP) via multi-hop relay. We do not consider sub-networks connected by a single

node because it can be a malicious node or a single-point of failure. If a sender can

authenticate a Data packet with a light-weight digital signature [49], a receiver can

easily verify the packet and detect any modification. In this research, we focus on the

adversarial scenarios that cannot be detected by digital signature and cryptographic

techniques. We do not consider cryptographic primitives.

5.3 Energy Harvesting Motivated Attacks and Implications

We introduce a set of adversarial scenarios and its vulnerable cases in which a

malicious node selectively forwards any incoming packet without being detected in

EHNets. An overhearing-based local monitoring is considered to observe the forward-

ing behavior of adjacent nodes. Although prior local monitoring and acknowledgment-

based techniques [17, 18, 19, 20, 21, 23] have been deployed in diverse battery-

supported networks, they implicitly assume that nodes stay in active state for an

extended period, resulting in non-negligible energy consumption. In this research,

each node repeats active and harvest states, and its energy consumption of overhear-

ing can be covered by maximizing the utilization of energy harvesting.

For the sake of simplicity, we use a snapshot of network consisting of four energy

harvesting enabled nodes in Fig. 5.2, where a malicious node (nm) and a node in

harvest state are marked as red and shade, respectively. Solid, dotted, and dash-

dotted lines represent a forwarding, overhearing, and periodic broadcasting operation,

respectively. A packet sender (na) forwards a Data packet to node (nc) via one of

forwarding candidate nodes (nb or nm). Suppose nm is a malicious node and it can

stay in active state for an extended period. When na is in active state and has a Data

packet to send, it selects one of forwarding candidate nodes with equal forwarding

probability. If na is in harvest state, it holds the packet until it switches back to

active state.
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Figure 5.2. A set of adversarial scenarios.

In the first scenario depicted in Subfig. 5.2(a), na forwards a received Data packet

to nm while nb can overhear and store the packet in its local cache. If nm forwards the

packet to nc, both na and nb can overhear the packet and assume that the packet has

been successfully forwarded to the next hop, nc. If nm drops the packet on purpose,

both na and nb cannot overhear it within a timeout period. If nb does not overhear

the packet until the timeout expires, it forwards its cached copy to nc. When na

overhears the packet forwarded from nb, which is different from original forwarder

(nm), na can suspect the forwarding misbehavior of nm. Note that since na and nb

are in active state, nm does not drop the packet because its forwarding misbehavior

can be easily detected. Thus, nm behaves as a legitimate node.

Second, nc is in harvest state and periodically broadcasts a State packet in Subfig.

5.2(b), where both nb and nm are aware of the state of nc. If nm forwards a Data

packet to nc, na can overhear it and assume that it has been successfully forwarded

to the next hop, nc. However, nb can suspect the forwarding behavior of nm because

nc cannot receive the packet. Thus, nm does not forward the packet on purpose but

holds it until nc switches back to active state, and replies a Wait packet to the packet

sender. Then na can choose an alternative forwarding node (e.g., nb).

Third, nb is in harvest state and periodically broadcasts a State packet in Subfig.
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5.2(c). If nm drops a Data packet on purpose, na can suspect the forwarding behavior

of nm after a timeout period expires. On the other side, if nm replies a Wait packet to

the packet sender to delay the packet transmission, nc can overhear the Wait packet

and suspect the forwarding misbehavior of nm. Thus, nm does not drop the packet

but forwards it to the next hop, nc.

Fourth, both nb and nc are in harvest state and periodically broadcast a State packet

in Subfig. 5.2(d). Since adjacent nodes except the packet sender cannot overhear a

packet, nm can simply forward a packet to the next hop, nc, resulting in packet loss.

na can still overhear the packet and thus, the forwarding misbehavior of nm cannot

be detected.

Based on the aforementioned adversarial scenarios, we measure how frequently a

malicious node can show its forwarding misbehaviors in terms of attack time ratio

(ATR), tat
ttot

. Here, tat and ttot are total attack time of forwarding misbehaviors and

total observation time, respectively. tat is measured by accumulating periods when

both adjacent node (nb) and receiver (nc) are in harvest state as shown in Subfig.

5.2(d). Average energy harvest time of each node varies between 15 to 40 (sec) and

total observation time is 2,000 (sec). In Subfig. 5.3(a), ATR slightly increases (5%

to 10%) as energy harvest time increases. As more nodes stay in harvest state, the

chance of malicious node to attack without being detected increases. This experiment

implies that the malicious node acts as a legitimate node for most of time but attacks

during the limited period (10% of ttot) even in high energy harvest time. Since the

malicious node can lurk deep but attack only in a vulnerable case, it is not trivial to

detect the forwarding behaviors of malicious nodes.

5.4 The Proposed Detection Scheme

We propose a camouflage-based active detection scheme, called CAM, to efficiently

detect forwarding misbehaviors of malicious nodes. The basic idea is that each node

actively disguises itself as an energy harvesting node on purpose and pretends not

to overhear, and then monitors any forwarding operation of its adjacent nodes to

detect a lurking malicious node. Note that this is different from the prior schemes

[17, 18, 19, 23, 38], where each node passively monitors any forwarding misbehavior

witnessed in a vulnerable case for detection. In this section, we investigate three major
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Figure 5.3. The changes of attack time ratios.

issues to implement the CAM scheme: (i) what information should be exchanged and

maintained in each node; (ii) how to detect a forwarding misbehavior of lurking

malicious node; and (iii) how to adjust actively monitoring a suspected node.

First, when a node receives a Data packet, it randomly selects one of active nodes

as a forwarding node. If none of forwarding nodes is in active state, the node replies

a Wait packet to the packet sender and caches the Data packet in its local storage.

When the node receives a State packet from an active forwarding node, it forwards

the cached Data packet. When a node switches its state, it broadcasts a one-time

State packet and then periodically broadcasts the State packet while it is in harvest

state. The node does not periodically broadcast a State packet while it is in active

state. A State packet consists of three components: node id (nid), state (s ∈ {sactive,

sharvest}), and timestamp (tcur), where tcur is the current time. When a node receives

a State packet, it records the packet in a state trace table (ST ). For example, when

a node nb receives a State packet from na, it updates the state of na, STb = STb ∪

[a, sa, tcur]. If nb receives a State packet from na again but the state of sa has not

been changed, it discards the packet without updating the table.

When a node detects a forwarding misbehavior, it records a number of forwarding

misbehaviors of suspected node and updates its monitor probability. In this research,

a monitor probability indicates how actively a node monitors the forwarding operation

of suspected node, and it is used to decide whether to perform the CAM scheme on
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Figure 5.4. A snapshot of the proposed CAM scheme.

suspected node. Initially, each node sets equal monitor probability to all its one-hop

neighbor nodes (G∗), 1
|G∗|

. Note that the rationale behind this initialization is to

consider a network density. In a dense network, the probability reduces because more

number of one-hop neighbor nodes are available to monitor the forwarding operation

of suspected node. In a sparse network, however, the probability increases because

not many neighbor nodes are available. A set of monitor probabilities is stored and

updated in a monitor table (MT ). An entry of MT consists of three components:

node id (nid), a number of forwarding misbehaviors (cmis), and monitor probability

(p).

Second, suppose a node nb is a legitimate node and overhears a Data packet, which

is sent from na and destined to nm as shown in Subfig. 5.4(a). Then nb checks the

state of its one-hop neighbor nodes based on the state table, STb. If a forwardee node

(nc) is in active state, nb stays in the current active state without performing the CAM

scheme. Since nb can monitor any forwarding behavior of its one-hop neighbor nodes,

nm will behave as a legitimate node. If the state of nc is in harvest state as shown
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Notations:

• Fi, Si, Ci,j , G
∗
i : The set of forwardee nodes of ni, e.g., Fb is [nc]. The set of packet sender

of ni, e.g., Sb is [na]. The set of common neighbor nodes between ni and nj , e.g., Cb,m is
[na, nc]. The set of monitored neighbor nodes of ni, e.g., G

∗
b is [nm].

• STi[nid, s, tcur], MT [nid, cmis, p], nid, s, tcur, cmis, p, τ , δ: Defined before. nvim is
the node which is in harvest state and the malicious node forwards packet to. tget is the
target node of CAM. src is the source node id of overheard packet. Fsetg is a set of active
forwardee node of ng.
• pkt[type, fwd, rec, seq]: A packet is forwarded from nfwd to nrec, with sequence number,
seq. Here, type is data, wait, or alarm. If type is alarm, rec is considered as malicious
node id.
� ng overhears the State packet of neighbor node, nj , and then updates STg.
� When ng receives pkt[data, s, g, seq]:

Fsetg = ∅;
for nk ∈ Fg

if STg[k].s == ac
Fsetg = Fsetg ∪ nk;

if Fsetg 	= ∅
Randomly choose a forwarding node (nf ∈ Fsetg);
Forward pkt[data, g, f, seq] to nf ;

else

Cache the packet;
Forward pkt[wait, g, s, seq] to ns;

� When ng overhears packet pkt[data, x, y, seq]:
if nx ∈ Sg ∧ ny ∈ G∗

g

for nz ∈ Cg,y ∧ nz ∈ Fg

if STg[z].s == hr
flagcam = true; vim = z; tget = y; src = x;

if flagcam == true ∧ MTg[tget].p < rand[0, 1]
Broadcast bogus harvest State packet;
Monitor forwarding behavior of ntget;

� When ng overhears packet pkt[data, tget, vim, seq]:
if STg[vim].s == hr ∧ nvim ∈ Cg,tget ∧ flagcam == true

MTg[tget].p = MTg[tget].p + δ;
MTg[tget].cmis = MTg[tget].cmis + 1;

if MTg[tget].cmis >= τ
Broadcast pkt[alarm, g, tget, seq];

� When ng overhears packet pkt[wait, tget, src, seq]:
if STg[vim].s == hr ∧ nvim ∈ Cg,tget ∧ flagcam == true

MTg[tget].p = MTg[tget].p − δ;
flagcam = false;

Figure 5.5. The pseudo code of CAM scheme.
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in Subfig. 5.4(a), however, nb decides whether to perform the CAM scheme based on

the monitor probability of nm, pm. If a random number (e.g., rand[0, 1]) generated

by nb is less than or equal to pm, nb performs the CAM scheme and disguises itself as

an energy harvesting node. Then nb monitors the forwarding operation of nm while

periodically broadcasting a State packet piggybacked with harvest state. When nm

overhears a State packet, it can be situated in the aforementioned vulnerable case,

Subfig. 5.2(d). If nm simply forwards the Data packet to nc without replying a Wait

packet back to the packet sender (na), this forwarding misbehavior can be detected

by nb as shown in Subfig. 5.4(c). If nm replies a Wait packet, it is considered as a

legitimate node. Then nb broadcasts a State packet piggybacked with active state

and stops performing the CAM scheme.

Third, when a node detects a forwarding misbehavior, it increments the number of

forwarding misbehaviors of suspected node. The node also increases or decreases the

monitor probability of suspected node by δ. If the node observes a normal forwarding

operation or detects a forwarding misbehavior from suspected node, it decreases or

increases the monitor probability by δ, respectively. In addition, when the number of

forwarding misbehaviors of suspect node reaches a threshold (τ), the node broadcasts

a Alarm packet to its one-hop neighbor nodes to prevent the suspected node from

involving the forwarding operation as shown in Subfig. 5.4(d). Here, both δ and τ

are system parameters and their impacts on the performance are observed in section

performance evaluation.

Fourth, we measure the changes of ATR based on the proposed scheme and how ad-

ditionally a malicious node can reveal its forwarding misbehaviors. In Sugfig. 5.3(b),

as average energy harvest time increases, the ATR additionally increases up to 20%.

As more nodes can advertise their bogus harvest state, more malicious nodes can

frequently be exposed to a vulnerable case. Thus, our approach can increase 15%

to 30% of ATR depending on energy harvest time. Major operations of the CAM

scheme are summarized in Fig. 5.5.

5.5 Performance Evaluation

We conduct extensive simulation experiments using OMNeT++ [41] to evaluate

the performance of proposed scheme. A 150×150m2 rectangular network area is con-
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Figure 5.6. The performance of detection rate and detection latency against energy
harvest time.

sidered, where 200 nodes are uniformly distributed. The communication range of

each node is 12.3 (m). The radio model simulates CC2420 with a normal data rate

of 250 Kbps [42]. The radio propagation model is based on the free-space model. A

single node generates data traffic with 0.5 and 1 packet injection rates and the data

packet size is 1 KByte. The inter-arrival time of traffic is assumed to be exponentially

distributed. The periods of active and energy harvest states vary between 50 to 80 sec-

onds and 15 to 40 seconds, respectively. A set of malicious nodes is randomly located

along the forwarding path between the packet sender and sink, in which malicious

nodes are assumed to monitor network traffic and local network condition, and then

perform selective forwarding attacks. In this research, we measure the performance

in terms of detection rate, detection latency, packet delivery ratio (PDR), packet

buffered ratio, monitor probability, and active and harvest time period by changing

key simulation parameters, including packet injection rate (rpkt), energy harvest time

(th), detection threshold value (τ), and increment weight of monitor probability δ.

For performance comparison, we compare our proposed scheme with a hop-by-hop

cooperative detection scheme, called HCD [38], which is the first countermeasure to

selective forwarding attack in EHNets.

First, we measure detection rate and detection latency by changing rpkt, th, and τ

in Fig. 5.6. As th increases, both detection rates of CAM and HCD schemes increase
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Figure 5.7. The performance of PDR and packet buffered ratio against energy harvest
time.

in Subfig. 5.6(a). Since nodes stay in harvest state for a longer period but unable

to receive any incoming packet, malicious nodes can have more chances to forward

packets to the nodes in harvest state and show frequent forwarding misbehaviors.

However, these forwarding misbehaviors can be detected by both CAM and HCD

schemes. In particular, the CAM scheme shows higher detection rate than that of

the HCD scheme. This is because nodes can actively disguise themselves as energy

harvesting nodes, monitor any forwarding operation, and detect more forwarding mis-

behaviors. Both schemes show the higher detection rate with the larger rpkt. This

is because more number of packet is generated at source and more number of packet

could be dropped by malicious nodes. Also, more number of forwarding misbehaviors

could be detected by both of schemes as well. In Subfig. 5.6(b), the CAM scheme can

achieve much more lower detection latency compared to that of HCD. As th increases,

malicious nodes can frequently have a forwardee node staying in harvest state and

show forwarding misbehavior. Thus, adjacent nodes of malicious node can disguise

themselves as an energy harvest node and quickly report any forwarding misbehavior

to the packet sender. As τ increases, the detection latency increases as well. This is

because more number of forwarding misbehavior need to be detected and the elapsed

time for reaching τ increases. Unlike our approach, the HCD scheme shows high

detection latency for entire th and τ . Because a packet sender can detect the forward-
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Figure 5.8. The performance of monitor probability and total active and harvest time
periods against energy harvest time.

ing misbehavior only after receiving a Mode1 packet from its adjacent node. Then

the sender can update its mode table of its neighbor nodes, and detect a forwarding

behavior by searching the table whether there was any forwarding operation while

any forwardee node was in harvest mode.

Second, we measure PDR and packet buffered ratio by varying rpkt and th in Fig.

5.7. In Subfig. 5.7(a), PDR decreases as th increases because malicious nodes can

have higher chances to intentionally forward packets to the nodes staying in harvest

state, resulting in more packet losses. The CAM scheme shows lower PDR than

that of the HCD scheme because more nodes can temporarily disguise themselves as

energy harvesting nodes for detection. This can create more chances for malicious

nodes to intentionally forward packets to the nodes staying in harvest state and cause

more packets losses. In Subfig. 5.7(b), as th increases, a packet sender may not find

an active next hop node as a forwardee but buffer a receiving packet in its cache.

The CAM scheme shows lower buffered packet ratio than that of the HCD scheme

for entire th, because more malicious nodes forward packets to the next hop nodes

staying in harvest state.

Third, changes of monitor probability with different weights (i.e., δ from 0.01 to

1In [38], a node broadcasts a Mode packet whenever it changes its state. This is similar to a State

packet in this research.
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0.05) and total active and harvest time periods are observed over simulation time in

Fig. 5.8. Whenever a node detects a forwarding misbehavior, it increases the monitor

probability of suspected node by δ. Thus, malicious nodes can be monitored more

often and most likely be detected for forwarding misbehaviors. In Subfig. 5.8(a), for

example, monitor probability of the CAM scheme with δ = 0.05 reaches to 1.0 in

about 700 seconds. In Subfig. 5.8(b), total active and harvest time periods of both

schemes are measured by th. In particular, total active and harvest time periods of the

HCD scheme decrease and increase as th increases, respectively. This is because nodes

of the HCD scheme stay in harvest state for a longer period as th increases. However,

more total active and harvest time periods of the CAM scheme decrease and increase

as th increases compared to that of the HCD scheme, respectively. This is because

nodes of the CAM scheme can actively disguise themselves as energy harvesting nodes

and try to monitor any forwarding operation and detect forwarding misbehaviors.

5.6 Summary

In this research, we proposed a countermeasure to selective forwarding attack in

EHNets. Four adversarial scenarios motivated by energy harvesting and their poten-

tial vulnerabilities are investigated. Then a camouflage-based active detection scheme

is proposed to efficiently detect the forwarding misbehavior. Extensive simulation re-

sults indicate that the proposed countermeasure achieves better performance in terms

of detection rate and detection latency compared to the existing hop-by-hop cooper-

ative detection scheme, and suggests a new approach to detect lurk deep malicious

nodes in EHNets.
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CHAPTER 6

COOPERATIVE DETECTION SCHEME

In this chapter, we propose a cooperative countermeasure to efficiently detect the

forwarding misbehavior in EHNets.

6.1 Introduction

Internet-of-Things (IoT) and its applications are rapidly proliferating, where a myr-

iad of multi-scale sensors and devices (later in short, nodes) are seamlessly blended

for a ubiquitous computing and communication infrastructure [1]. Nodes are re-

source constrained in terms of computing and battery-power, but are often required

to operate a long-term sensing and communication in a hostile or unattended area.

Since wireless communication could be responsible for more than half of total energy

consumption [3], a significant amount of effort has been devoted to develop energy

efficient routing protocols in wireless sensor networks (WSNs) [4]. Due to the limited

battery-power, however, it is ultimately unavoidable to replace or replenish batteries.

In order to remove batteries or at least reduce the frequency of replacing batter-

ies, energy harvesting from an immediate environment (e.g., kinetic, wireless, solar,

etc.) has been increasingly popular for IoT [5, 6, 7] and playing an important role

in realizing self-sustainable nodes deployed in a large-scale network. Thus, an energy

harvesting motivated network (EHNet) is rapidly emerging and becoming a major

building block for IoT applications as well as a part of ubiquitous communication

infrastructure.

For routing, each node communicates with its neighbor nodes based on a broadcast-

based forwarding, and collaboratively routes sensory data through a multi-hop relay.

When a node intends to reply a unicast packet, unlike a wired network, all one hop

neighbor nodes can still overhear the packet, as if it is a broadcast packet [16]. Since

radio link is a shared medium and its radiation pattern is often omni-directional from

antenna, it is inherently insecure and thus, adversaries can easily overhear, duplicate,

corrupt, or alter data. Nodes deployed in such a hostile or unattended area can

also be captured, tampered, or destroyed because they are physically insecure. For

example, a malicious node compromised by an adversary can randomly or selectively
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drop any incoming packet to disrupt network protocols and interfere with on-going

communications on purpose or strategically. Note that it is not trivial to differentiate

such a misbehavior (or attack) from a temporal node failure or packet loss. Diverse

countermeasures and their variants have been proposed to avoid and/or detect a

forwarding misbehavior under an implicit assumption of battery-powered networks,

where conventional encryption algorithms and secure routing protocols cannot be

directly applied. Unfortunately, forwarding misbehavior and its countermeasure are

still under-explored in the realm of EHNets.

The main goal of this research is to relax this implicit assumption in the presence

of self-sustainable nodes that periodically harvest the energy and repeat on- and off-

periods for communication. More specifically, this research will identify a new type

of selective forwarding attacks and investigate a cooperative countermeasure to this

forwarding misbehavior in the realm of EHNets, where malicious nodes operate as

legitimate nodes most of time and drop any incoming packet during a vulnerable

period without being detected. Our major contribution is summarized in three-fold:

• First, we investigate a set of adversarial scenarios and analyze its forwarding

operations under the charge-and-spend harvesting policy in EHNets. Then we

identify four vulnerable scenarios and their corresponding potential forwarding

misbehaviors.

• Second, we propose a cooperative countermeasure to efficiently detect the for-

warding misbehavior in EHNets, called EYES, and it consists of two mecha-

nisms: SlyDog and LazyDog. In the SlyDog, each node actively disguises itself

as an energy harvesting node but in fact monitors its adjacent nodes to detect

the forwarding misbehavior of lurking deep malicious nodes. In the LazyDog,

however, each node periodically requests its adjacent nodes of a limited history

of forwarding operations, and validates any prior uncertain forwarding operation

to detect the forwarding misbehavior.

• Third, we propose an analytical model of the EYES and show its numerical

results in terms of detection rate. We also revisit prior detection approaches,

Watchdog [17] and HCD [38], and modify them to work in EHNets. Both

single and two malicious nodes cases are applied to HCD and Watchdog, and no
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malicious node case is also considered as the performance upper bound of packet

delivery ratio. In addition, detection strategies of forwarding misbehavior are

comprehensively compared in terms of six properties.

We conduct extensive simulation experiments using the OMNeT++ [41] for perfor-

mance comparison and analysis. Compared to the Watchdog and HCD, the EYES

can not only efficiently detect forwarding misbehavior but also significantly improve

the performance in terms of detection rate, detection latency, and packet delivery

ratio.

6.2 System and Adversarial Models

In this research, each node is assumed to equip with an energy harvesting device to

replenish its rechargeable battery [43]. For example, a piezoelectric fiber composite bi-

morph (PFCB)W14 (1.3 mW – 47.7 mW) based energy harvesting from an immediate

environment (e.g., disturbance, or typical body movements) can generate sufficient

power for most small wireless sensors and mobile devices1 [59, 60, 61]. It is envisaged

that multi-scale piezo devices and integrated self-charging power cells (SCPCs) [62]

will enhance the efficiency of energy harvesting and achieve a seamless communication.

The energy harvesting process is modeled as a two-state Markov process with active

(sa) and harvest (sh) states. Each node stays in either active or harvest state for

a certain period of time, which is exponentially distributed with a mean λa or λh

respectively, and changes to the other state. Note that frequent state changes incur

a non-negligible on-off switch cost in terms of energy consumption and operational

delay.

In light of this, we adopt the charge-and-spend harvesting policy [38, 39, 63, 64],

where a node in harvest state is unable to listen and receive any packet until a certain

level of energy is harvested. Although the node minimizes its communication activity

during harvest state, it periodically broadcasts a one-hop State packet to prevent other

nodes from mistakenly forwarding a packet to the nodes in harvest state. We observe

the impact of State packet intervals and number of neighbor nodes on packet delivery

1For example, the IEEE 802.15.4-compliant Texas Instrument Chipcon CC2420 radio [57] sup-
ports eight different transmission power levels ranging from 3 μW to 1 mW. The IEEE 802.11
a/b/g-compliant Cisco Aironet 340 and 350 series [58] also support four (1, 5, 10, and 30 mW) and
six (1, 5, 20, 30, 50, and 100 mW) transmission power levels, respectively.
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Figure 6.1. The impact of uniform and exponential State packet intervals and number
of neighbor nodes.

ratio (PDR) in Fig. 6.1, where both uniform and exponential packet intervals are

used. Short packet intervals show the low PDR because frequently broadcasted State

packets can be collided with Data packets. As the number of neighbor nodes increases,

the PDR reduces because more nodes may broadcast State packets in harvest state,

resulting in more collisions with Data packets. When the packet interval is close to

1.0 (sec), the PDR is still above 80% even with the large number of neighbor nodes.

This packet interval is acceptable without significantly affecting the performance in

EHNets. In addition, each node is aware of its one-hop neighbor nodes by exchanging

a one-time single-hop Hello packet during a network deployment phase [46].

When a node detects an event, it becomes a source node, generates a data packet,

and forwards the packet towards a sink. To deliver the data packet towards the sink,

a simple energy-based routing [65] technique can be deployed. An adversary is able to

capture and compromise a legitimate node to behave maliciously. The primary goal

of adversary is to attack service availability by disrupting network protocols or inter-

fering with on-going communication. A malicious node involved in packet forwarding

operation may selectively or strategically drop or forward any packet to deafen a sink.

The malicious node may also eavesdrop on an on-flying packet and inject false infor-

mation or modify its packet header to mislead network traffic. However, if a sender

authenticates a packet with a light-weight digital signature [49], a receiver can easily
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verify the packet and detect any modification. In this research, we consider a dense

network, where there is at least more than one neighbor node to forward a packet.

Two sub-networks connected with a single node are not considered because it can be

a malicious node or a single-point of failure. We assume that a malicious node has

no energy constraints and it can stay in active state for an extended period. In this

research, we primarily deal with the selective forwarding attack or the energy har-

vesting motivated adversarial scenarios that cannot be detected by digital signature

and cryptographic techniques. We do not consider cryptographic primitives.

6.3 Energy Harvesting Motivated Attack Scenarios and Analysis

In this section, we investigate potential forwarding misbehaviors through a set of

adversarial scenarios and observe vulnerable cases in the EHNets, where more than

one malicious node are consecutively located along the forwarding path. We consider

a snapshot of network consisting of five energy harvesting enabled nodes in Fig. 6.2,

where a malicious node and a node in harvest state are marked as red and shade,

respectively. Solid, dotted, and dash-dotted lines represent a forwarding, overhearing,

and periodic broadcast operation, respectively. Suppose a node (na) forwards a Data

packet to nc through intermediate nodes, nb, nmA
, and nmB

, where both nmA
and

nmB
are malicious nodes.

Potential Forwarding Behaviors: First, when a packet sender (e.g., na, nmA
,

or nmB
) forwards a received Data packet, its neighbor nodes (e.g., na, nb, or nmA

)

can overhear and store it in its local cache as shown in Subfig. 6.2(a). If nmA
drops

the packet on purpose, nb cannot overhear it within a timeout period and forwards

its cached copy to nmB
. If na overhears the packet forwarded from nb, which is

different from the original forwarder (nmA
), it suspects the forwarding behavior of

nmA
. Thus, nmA

does not drop the packet when na and nb are in active state. When

nmB
forwards the packet to nc, both nb and nmA

can overhear it. nb assumes that

nmB
has successfully forwarded the packet to the next hop, nc.

Second, if nmA
forwards a received Data packet to nmB

, which is in harvest state and

periodically broadcasts a State packet, nb can overhear it and suspect the forwarding

behavior of nmA
as shown in Subfig. 6.2(b). This is because nmB

is in harvest state

and cannot receive any packet. Thus, nmA
does not forward the packet on purpose
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Figure 6.2. A set of adversarial scenarios and its vulnerable cases in the presence of
malicious nodes in EHNets.

but holds it until nmB
switches back to active state, and replies a Wait packet to the

packet sender, na, to delay the packet transmission. Upon receiving the Wait packet,

na selects an alternative forwarding node, nb.

Undetected Vulnerable Cases: Third, suppose nb is in harvest state and peri-

odically broadcasts a State packet as shown in Subfig. 6.2(c). If nmA
drops a received

Data packet on purpose, na can suspect the forwarding misbehavior of nmA
when a

timeout period expires. If nmA
simply forwards the packet to nmB

, which will hold it

without forwarding to the next hop, the packet is lost without being detected. Since

nb is in harvest state and nc cannot overhear the packet, this forwarding misbehavior

of nmA
and nmB

cannot be detected.

Fourth, both nb and nmB
are in harvest state and periodically broadcast a State

packet as shown in Subfig. 6.2(d). Since only na can overhear the packet, nmA
simply

forwards the packet to nmB
, resulting in packet loss without being detected. Although

na can overhear the packet, the forwarding misbehavior of nmA
cannot be detected.

Fifth, nc is in harvest state and periodically broadcasts a State packet as shown in

Subfig. 6.2(e). Since both na and nb are in active state, nmA
forwards a received Data
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Figure 6.3. The changes of attack time ratio and number of dropped packets against
energy harvest rate and packet injection rate.

packet to nmB
. If nmB

holds the packet without forwarding to the next hop, nb can

suspect the forwarding behavior of nmB
when a timeout period expires. In case of

when nc is in harvest state, nmB
simply forwards the packet to nc, resulting in packet

loss without being detected.

Lastly, both nb and nc are in harvest state and periodically broadcast a State packet

as shown in Subfig. 6.2(f). nmB
can either forward the packet to nc or hold the packet

without forwarding to the next hop, resulting in packet loss without being detected.

This is because only nmA
can overhear the packet.

Lurking Deep Malicious Nodes: Based on the aforementioned undetected vul-

nerable cases, we measure the number of dropped packets and how frequently ma-

licious nodes can collude together and conduct undetected forwarding misbehaviors

in terms of attack time ratio (ATR), tat
ttot

, in Fig. 6.3. Here, tat and ttot are total

attack time of undetected forwarding misbehaviors and total observation time (e.g.,

1,000 (sec)), respectively. tat is measured by accumulating the periods when either

adjacent node (nb) or receiver (nc), or both of them are in harvest state as shown in

Subfigs. 6.2(c), (d), (e), and (f). In Subfig. 6.3(a), the ATR of one malicious node

nmA
slightly increases from 5% to 10% as energy harvest rate increases. However,

the ATR of two colluding malicious nodes (i.e., nmA
and nmB

) can quickly increase

upto 24%. As nodes stay in harvest state for longer period, the chance of malicious

nodes to cooperatively conduct forwarding misbehaviors without being detected in-
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creases. In Subfig. 6.3(b), the number of dropped packets is measured against energy

harvest rate and packet injection rate (rpkt). More number of packets are dropped

with higher rpkt = 0.5 (pkt/sec). This is because two colluding malicious nodes re-

ceive more packets with higher rpkt, more packets are dropped due to undetected

forwarding misbehaviors.

6.4 The Proposed Countermeasure

The proposed countermeasure, called EYES, consists of two schemes to efficiently

detect forwarding misbehaviors of colluding malicious nodes in EHNets: SlyDog and

LazyDog. This is different from the prior approaches, [17, 18, 19, 20, 21, 22, 23, 24,

25, 26, 27, 30], where each node only passively monitors any forwarding misbehavior

witnessed in a adversarial case for detection.

6.4.1 SlyDog: Inducement-based Detection

The basic idea of SlyDog is that each node actively disguises itself as an energy

harvesting node on purpose and pretends not to overhear its adjacent nodes. But in

fact, each node stealthily monitors any forwarding operation of its adjacent nodes to

detect a lurking deep malicious node. Here, the SlyDog is significantly extended from

our previous work CAM [39] to detect a collusion of malicious nodes.

Basic Operations: First, when a node receives a Data packet, it randomly selects

one of adjacent nodes as a forwarding node (or forwardee node). If none of adjacent

nodes is in active state, the node replies a Wait packet to the prior packet sender and

caches the Data packet in its local storage. When the node receives a State packet from

an adjacent node in active state, it forwards the cached Data packet. When a node

switches its state, it broadcasts a one-time State packet. If the node is in harvest state,

it periodically broadcasts a State packet. Since the node in harvest state is unable to

receive any packet based on the charge-and-spend policy, this periodic State packet

prevents its adjacent nodes from mistakenly forwarding a packet. However, the node

in active state does not periodically broadcast a State packet. A State packet consists

of three components: node id (nid), state (s ∈ {sa, sh}), and timestamp (tcur). When

a node receives a State packet, it records the packet in a state trace table (ST ). For

example, when a node nb receives a State packet from na, it updates the state of na
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Notations:

• Fi: The set of forwardee nodes of ni, e.g., Fa is [nb, nmA
].

• FSi: The set of active forwardee nodes of ni.
• STi[nid, s, tcur], MT [nid, cmis, p], nid, s, tcur, cmis, p, τ , sa: Defined before.
• pkt[type, fwd, rec, seq]: A packet is forwarded from nfwd to nrec, with sequence number, seq.
Here, type is Data, Wait, or Alarm. If type is Alarm, rec is considered as malicious node id.
Operations:

� ni overhears a State packet of neighbor node, nj :
Updates STi if the state of nj changes.

� ni receives a Data packet pkt[Data, s, i, seq] from ns:
FSi = ∅;
for nk ∈ Fi

if STi[k].s == sa /∗ nk is in active state ∗/
FSi = FSi ∪ nk;

if FSi 	= ∅ /∗ At least one active forwardee node exists ∗/
Randomly selects a forwardee node nf , nf ∈ FSi;
Forwards the Data packet pkt[Data, i, f, seq] to nf ;

else /∗ No active forwardee node exists ∗/
Caches the Data packet;
Forwards the Wait packet pkt[Wait, i, s, seq] to ns;

� ni isolates the malicious node nj from network:
if MTi[j].cmis >= τ

Broadcasts the Alarm packet pkt[Alarm, i, j, seq];

Figure 6.4. The pseudo code of legitimate node’s operations.

(s), STb = STb ∪ [a, s, tcur]. If nb receives a State packet from na again but the state

of na has not been changed, it discards the packet without updating the table. The

aforementioned operations of a legitimate node is summarized in Fig. 6.4.

Second, each node also maintains an audit table (AT ), where each entry consists

of five components: one-hop neighbor node’s id (sid), two-hop neighbor node’s id

(rid), and number of overheard packets sent from one-hop neighbor node to two-hop

neighbor node (op) during a time interval between tbegin and tend. For example, when

a node na overhears a packet transmission from its one-hop neighbor node (nb) to two-

hop neighbor node (nc), it sets tbegin to the current time and increases ATa[b, c].op by

one. When a node switches to harvest state, it sets tend to the current time.

Third, when a node detects a forwarding misbehavior, it records a number of for-

warding misbehaviors of suspected node and updates its monitor probability. In this

research, a monitor probability indicates how actively a node monitors the forwarding

operation of suspected node, and it is used to decide whether to perform the SlyDog
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Figure 6.5. The proposed SlyDog detection strategy.

on suspected node. Initially, each node sets equal monitor probability to all its one-

hop neighbor nodes (G∗), 1
|G∗|

. Note that the rationale behind this initialization is

to consider a network density. In a dense network, the probability decreases because

more number of one-hop neighbor nodes are available to monitor the forwarding op-

eration of suspected node. In a sparse network, however, the probability increases

because a less number of neighbor nodes are available. A set of monitor probabilities

is stored and updated in a monitor table (MT ). Each entry of MT consists of three

components: node id (nid), a number of detected forwarding misbehaviors (cmis), and

monitor probability (p).

Fourth, whenever a node detects a forwarding misbehavior, it increments the num-

ber of detected forwarding misbehaviors of suspected node by one and increases the

monitor probability by δ. Here, δ is a system parameter and its impact on the perfor-

mance is observed in Section performance evaluations. In addition, when the number

of detected forwarding misbehaviors of suspected node reaches a threshold τ , the node

broadcasts an Alarm packet to its one-hop neighbor nodes to prevent the suspected

node from being selected as a forwardee node. The isolation operation of malicious

node is summarized in Fig. 6.4.

Detection Operations: First, suppose a node nb is a legitimate node and over-

hears a Data packet sent from na to nmA
as shown in Subfig. 6.5(a). Then nb checks
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the state of its one-hop neighbor nodes based on the state table, STb. In Subfig.

6.5(b), if a forwardee node (nmB
) is in harvest state, nb decides whether to perform

the SlyDog based on the monitor probability of nmA
, pmA

. nb generates a random

number (e.g., rand[0, 1]) and if it is less than or equal to pmA
, then nb performs the

SlyDog on nmA
and disguises itself as an energy harvesting node. nb stealthily mon-

itors the forwarding operation of nmA
while periodically broadcasts a State packet

piggybacked with its harvest state. In Subfig. 6.5(c), when nmA
overhears a harvest

State packet from nb, nmA
believes that nb is in harvest state currently, and this is

the aforementioned vulnerable case (see Subfig. 6.2(d)). If nmA
forwards the Data

packet to nmB
without replying a Wait packet back to the packet sender (na), this

Data packet will be lost because nmB
is in harvest state. However, this forwarding

misbehavior of nmA
can be detected by nb. If nb does not perform the SlyDog on

nmA
, it stays in active state and monitors the forwarding behavior of nmA

. If nmA

replies a Wait packet, it is considered as a legitimate node. Upon overhearing the

Wait packet, nb broadcasts a State packet piggybacked with its active state and stops

performing the SlyDog on nmA
.

Second, suppose both nb and nmB
stay in active state as shown in Subfig. 6.5(d).

Since nb is aware of the state of nmB
and monitors the forwarding behavior of its

one-hop neighbor nodes, nmA
will behave as a legitimate node and forward a received

packet to nmB
. In Subfig. 6.5(e), nb overhears the packet transmission from nmA

to nmB
and decides whether to perform the SlyDog on nmB

based on the monitor

probability of nmB
, pmB

. If nb decides to perform the SlyDog, it disguises itself as an

energy harvesting node and periodically broadcasts a State packet piggybacked with

its harvest state. In Subfig. 6.5(f), when nmB
overhears a harvest State packet from

nb, it is the aforementioned vulnerable case (see Subfigs. 6.2(c) or (f)). If nmB
holds

the Data packet without forwarding, nb can detect this forwarding misbehavior since

nb stealthily monitors the forwarding operation of nmB
. If nmB

replies a Wait packet

back to the packet sender (nmA
), it is considered as a legitimate node by nb. However,

this forwarding behavior can be suspected by nc because it is in active state and can

overhear the Wait packet. Major operations of the SlyDog are summarized in Fig.

6.6.
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Notations:

• Si: The set of packet senders of ni, e.g., Sb is [na].
• Fi: The set of forwardee nodes of ni, e.g., Fa is [nb, nmA

].
• Ci,j : The set of common neighbor nodes between ni and nj , e.g., Cb,mA

is [na, nmB
].

• G∗
i : The set of monitored neighbor nodes of ni, e.g., G

∗
b is [nmA

, nmB
].

• pkt[type, fwd, rec, seq], δ, s, sa, sh, AT [sid, rid, op, tbegin, tend], nid, ST [nid, s, tcur],
MT [nid, cmis, p], tcur, cmis, p, sid, rid, op, tbegin, tend: Defined before.
Operations:

� ni overhears a Data packet pkt[Data, x, y, seq]:
if nx ∈ Si and ny ∈ G∗

i

for nz ∈ Ci,y and nz ∈ Fi

if STi[z].s == sh /∗ Forwardee node in harvest state ∗/
flagslyA = true; vim = z; src = x; tgetslyA = y;

if flagslyA == true and MTi[tgetslyA].p <= rand[0, 1]
/∗ ni performs the SlyDog on ntgetslyA

∗/
Broadcasts bogus harvest State packet;
Monitors forwarding behavior of ntgetslyA

;
� ni performs the SlyDog on ntgetslyA

: flagslyA = true.
�: ni overhears a Data packet pkt[Data, tgetslyA, vim, seq].

if STi[vim].s == sh and nvim ∈ Ci,tgetslyA

MTi[tgetslyA].p += δ; MTi[tgetslyA].cmis += 1;
�: ni overhears a Wait packet pkt[Wait, tgetslyA, src, seq].

if STi[vim].s == sh and nvim ∈ Ci,tgetslyA

Stops the SlyDog on ntgetslyA
;

else

MTi[tgetslyA].p += δ; MTi[tgetslyA].cmis += 1;
�: ni does not overhear any packet within timeout period.

MTi[tgetslyA].p += δ; MTi[tgetslyA].cmis += 1;
� ni overhears a Data packet pkt[Data, tgetslyA, rec, seq].
if rec ∈ Fi and STi[rec].s == sa

if MTi[rec].p <= rand[0, 1]
/∗ Performs the SlyDog on nrec ∗/
Broadcasts bogus harvest State packet;
Monitors forwarding behavior of nrec;
flagslyB = true; tgetslyB = rec;

� ni performs the SlyDog on ntgetslyB
: flagslyB = true.

�: ni overhears a Data packet pkt[Data, tgetslyB , nrec, seq].
ATi[tgetslyB , nrec].op += 1;
if tbegin == 0

tbegin = current time;
�: ni overhears a Wait packet pkt[Wait, tgetslyB , tgetslyA, seq].

Stops the SlyDog on ntgetslyB
;

�: ni does not overhear any packet within timeout period.
MTi[tgetslyB ].p += δ; MTi[tgetslyB ].cmis += 1;

Figure 6.6. The pseudo code of SlyDog.
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6.4.2 LazyDog: Monitor-based Detection

The basic idea of LazyDog is that each node requests its one-hop neighbor node

to advertise the number of packets forwarded to its two-hop neighbor nodes during a

certain period of time. Since each node can count and record the number of overheard

or received packets, this simple information can be used as a clue to detect the

forwarding misbehavior. For example, nb can overhear the packet transmission from

nmB
to nc, but it cannot make sure whether the packet has been successfully received

by nc because nb is not aware of the state of nc as shown in Subfig. 6.2(e).
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Figure 6.7. The proposed LazyDog detection strategy.

Detection Operations: Since nb is not aware of the state of nc, it requests nmB
to

broadcast the states of one-hop neighbor nodes by sending a Statereq packet as shown

in Subfig. 6.7(a). Then nb is aware of the active state of nc after nmB
broadcasts

the Staterep packet, which contains the states of one-hop neighbor nodes as shown in

Subfig. 6.7(b). Then nb requests nmB
to advertise the number of packets forwarded to

nc during a time period, ATb[mB, c].(tbegin, tend), by sending a Pktreq packet as shown

in Subfig. 6.7(c). If nmB
refuses to advertise within a timeout period, nb suspects

the forwarding misbehaviors of nmB
and increments MTb[mB].cmis by ATb[mB, c].op.

However, if nmB
advertises, this can be overheard by both nb and nc. Then both nb

and nc compare the received advertisement with their number of packets overheard

and number of received packet from nmB
during the time period respectively as shown

in Subfig. 6.7(d). If the comparison difference is greater than a predefined threshold
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value Detth , either nb or nc can detect the forwarding misbehavior of nmB
. Major

operations of the LazyDog are summarized in Fig. 6.8.

6.5 Analysis of The Proposed Countermeasure

In this section, we analyze the detection rate for a malicious node in the the SlyDog

and LazyDog, respectively. In the EYES, the forwarding misbehavior of a malicious

node can be detected in the following three cases:

• An adjacent node overhears a Data packet which is forwarded to a node in

harvest state.

• An adjacent node does not overhear the Data packet transmission within the

maximum delay.

• An adjacent node receives an inconsistent Data packet forwarding summary.

In this analysis, we assume that the packet loss primarily caused by a bad channel

quality, and it is independent and is given by Cls. For the sake of simplicity, we

conduct our analysis based on the scenarios in Figs. 6.5 and 6.7.

6.5.1 Detection Rate of SlyDog

Considering the scenarios in Subfigs. 6.5(a), (b), and (c), na is relaying a Data

packet pkt[Data, a,mA] to malicious node nmA
. Then nmA

colludes with another

malicious node nmB
, which is in harvest state currently, to drop the packet without

being detected. There are six different possibilities for the node nb to detect any

forwarding misbehavior:

1. nb misses the pkt[Data, a,mA] and stays in active state;

nmA
replies the pkt[Wait,mA, a] to na; nb misses the pkt[Wait,mA, a]⇒ normal

2. nb misses the pkt[Data, a,mA] and stays in active state;

nmA
replies the pkt[Wait,mA, a] to na; nb overhears the pkt[Wait,mA, a] ⇒

normal

3. nb overhears the pkt[Data, a,mA], performs the SlyDog on nmA
, and changes

to harvest state; nmA
forwards the pkt[Data,mA,mB] to nmB

; nb misses the

pkt[Data,mA,mB] ⇒ detected as a packet loss
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Notations:

• RPj : The set of the number of received Data packets of nj , e.g., RPc[mB] is the number
of received Data packets from nmB

.
• FPi: The set of the number of forwarded Data packets of ni, e.g., FPmB

[c] is the number
of forwarded Data packet to nc from nmB

.
• DNi: The set of one-hop neighbor nodes of ni.
• THNi: The set of two-hop neighbor nodes of ni.
• SLi: The set of current state of one-hop neighbor nodes of ni.
• LDi: The set of currently active two-hop neighbor nodes of ni.
• tout lazy: The LazyDog detection window interval.
• Statereq, Staterep, Pktreq, Pktrep and Detth: Defined before.
Operations:

� ni starts the LazyDog detection: tout lazy expires.
Randomly selects nt, nt ∈ DNi and STi[t].s == sa;
Forwards the state request packet pkt[Statereq, i, t, seq] to nt;

� ni overhears the state reply packet pkt[Staterep, t, SLt, seq].
for nx ∈ THNi

if SLt[x] == sa
LDi = LDi ∪ nx;
flaglazy = true; /∗ Performs the LazyDog on nt ∗/

if flaglazy == true

Forwards packet number request packet pkt[Pktreq, i, t, seq] to nt;
� ni performs the LazyDog on nt: flaglazy == true.
�: ni doesn’t overhear the reply packet pkt[Pktrep, t, FPt, seq]
for nx ∈ LDi

MTi[t].cmis += ATi[t, x].op; ATi[t, x].op = 0;
�: ni overhears the reply packet pkt[Pktrep, t, FPt, seq].
for nx ∈ LDi

if (|FPt[x] − ATi[t, x].op|) ≤ Detth, FPt[x] ∈ FPt

ATi[t, x].op = 0; /∗ nt behaves well on nx ∗/
else /∗ ni detects the forwarding misbehavior of nt ∗/

MTi[t].cmis += (|FPt[x] − ATi[t, x].op|);
� nx overhears the reply packet pkt[Pktrep, t, FPt, seq], nx ∈ THNi:
if (|RPx[t] − FPt[x]|) ≤ Detth, FPt[x] ∈ FPt

Discards the packet pkt[Pktrep, t, FPt, seq];
else

MTx[t].cmis += (|RPx[t] − FPt[x]|);

Figure 6.8. The pseudo code of LazyDog.
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4. nb overhears the pkt[Data, a,mA], performs the SlyDog on nmA
, and changes

to harvest state; nmA
forwards the pkt[Data,mA,mB] to nmB

; nb overhears the

pkt[Data,mA,mB] ⇒ detected by the SlyDog

5. nb overhears the pkt[Data, a,mA] but does not perform the SlyDog on nmA
,

stays in active state; nmA
replies the pkt[Wait,mA, a] to na; nb misses the

pkt[Wait,mA, a] ⇒ detected as a packet loss

6. nb overhears the pkt[Data, a,mA] but does not perform the SlyDog on nmA
,

stays in active state; nmA
replies the pkt[Wait,mA, a] to na; nb overhears the

pkt[Wait,mA, a] ⇒ normal

In the SlyDog, cases 1), 2) and 6) look normal and they represent the legitimate

node’s operations. However, we classify cases 3), 4) and 5) as abnormal because the

malicious node can be detected.

The probability of cases 3), 4) and 5) can be expressed as,

P3 = (1− Cls) ·MT [mA].p · Cls (6.1)

P4 = (1− Cls) ·MT [mA].p · (1− Cls) (6.2)

P5 = (1− Cls) · (1−MT [mA].p) · Cls (6.3)

The probability of existing at least one active adjacent node (i.e., nb) of na, nmA
, and

nmB
can be expressed as,

PG = 1− (1− Pa)
r (6.4)

Here, r is the total number of adjacent nodes of na, nmA
, and nmB

. Pa is the proba-

bility of node staying in active state. Thus, the detection rate for a malicious node

nmA
can be expressed as,

PdtslyA
= PG · (P3 + P4 + P5)

= PG · (1− Cls) · (MT [mA].p · (1− Cls) + Cls)
(6.5)

We also consider the cases shown in Subfigs. 6.5(d), (e), and (f), where nmB
is

in active state. There are additional nine different possibilities for nb to detect any

forwarding misbehavior:
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7. nb misses the pkt[Data, a,mA] and stays in active state; nmA
forwards the

pkt[Data,mA,mB] to nmB
; nb misses the pkt[Data,mA,mB] and stays in active

state; nmB
forwards the pkt[Data,mB, c] to nc; nb misses the pkt[Data,mB, c]

⇒ normal

8. nb misses the pkt[Data, a,mA] and stays in active state; nmA
forwards the

pkt[Data,mA,mB] to nmB
; nb misses the pkt[Data,mA,mB] and stays in active

state; nmB
forwards the pkt[Data,mB, c] to nc; nb overhears the pkt[Data,mB, c]

⇒ normal

9. nb misses the pkt[Data, a,mA] and stays in active state; nmA
forwards the

pkt[Data,mA,mB] to nmB
; nb overhears the pkt[Data,mA,mB] and performs

the SlyDog on nmB
, changes to harvest state; nmB

holds the packet ⇒ detected

by the SlyDog

10. nb misses the pkt[Data, a,mA] and stays in active state; nmA
forwards the

pkt[Data,mA,mB] to nmB
; nb overhears the pkt[Data,mA,mB] but does not

perform the SlyDog on nmB
and stays in active state;

nmB
forwards the pkt[Data,mB, c] to nc; nb misses the pkt[Data,mB, c] ⇒ de-

tected as a packet loss

11. nb misses the pkt[Data, a,mA] and stays in active state; nmA
forwards the

pkt[Data,mA,mB] to nmB
; nb overhears the pkt[Data,mA,mB] but does not

perform the SlyDog on nmB
and stays in active state;

nmB
forwards the pkt[Data,mB, c] to nc; nb overhears the pkt[Data,mB, c] ⇒

normal

12. nb overhears the pkt[Data, a,mA] and stays in active state; nmA
forwards the

pkt[Data,mA,mB] to nmB
; nb misses the pkt[Data,mA,mB] ⇒ detected as a

packet loss

13. nb overhears the pkt[Data, a,mA] and stays in active state; nmA
forwards the

pkt[Data,mA,mB] to nmB
; nb overhears the pkt[Data,mA,mB], performs the

SlyDog on nmB
, and changes to harvest state; nmB

holds the packet ⇒ detected

by the SlyDog
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14. nb overhears the pkt[Data, a,mA] and stays in active state; nmA
forwards the

pkt[Data,mA,mB] to nmB
; nb overhears the pkt[Data,mA,mB] but does not

perform the SlyDog on nmB
and stays in active state;

nmB
forwards the pkt[Data,mB, c] to nc; nb misses the pkt[Data,mB, c] ⇒ de-

tected as a packet loss

15. nb overhears the pkt[Data, a,mA] and stays in active state; nmA
forwards the

pkt[Data,mA,mB] to nmB
; nb overhears the pkt[Data,mA,mB] but does not

perform the SlyDog on nmB
and stays in active state;

nmB
forwards the pkt[Data,mB, c] to nc; nb overhears the pkt[Data,mB, c] ⇒

normal

We classify cases 9), 10), 12), 13), and 14) as abnormal scenarios because the malicious

node can be detected. The probability of cases 9), 10), 12), 13), and 14) can be

expressed as,

P9 = Cls · (1− Cls) ·MT [mB].p (6.6)

P10 = Cls · (1− Cls) · (1−MT [mB].p) · Cls (6.7)

P12 = (1− Cls) · Cls (6.8)

P13 = (1− Cls) · (1− Cls) ·MT [mB].p (6.9)

P14 = (1− Cls) · (1− Cls) · (1−MT [mB].p) · Cls (6.10)

Thus, the detection rate for a malicious node nmB
can be expressed as,

PdtslyB
= PG · (P9 + P10 + P12 + P13 + P14)

= PG · (1− Cls) · (2Cls + (1− Cls) ·MT [mB].p)
(6.11)

Finally, the detection rate of the SlyDog can be expressed as,

Pdetect SlyDog = PdtslyA
+ PdtslyB

(6.12)

6.5.2 Detection Rate of LazyDog

In the LazyDog, as shown in Fig. 6.7 for detection, an adjacent node (i.e., nb or nc)

of malicious node (i.e., nmB
) compares its number of overheard or received packets
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counted within a time period (tbegin, tend) with the number of announcements counted

by the malicious node. If the difference is greater than a predefined threshold value

Detth, the forwarding misbehaviors of malicious node are detected. Within (tbegin,

tend), suppose nmB
forwards FmB

number of packets to nc and FmB
is greater than

Detth. Otherwise, the detection rate is zero. We also assume that Ob is the number

of packets overheard by nb sent from nmB
to nc and Rc is the number of packets

received by nc sent from nmB
, respectively. Dc is the number of dropped packets by

forwarding to nc in harvest state. Thus, the maximum number of packets received

by nc is (FmB
−Dc), which is represented by Mrec,nc

.

A malicious node nmB
has one of two options to announce its counter value of

forwarded packets to nc: (i) Mrec,nc
, to match with the counter value of the number

of received packets at nc; or (ii) FmB
, to match with the counter value of the number

of overheard packets at nb. For the sake of simplicity, we assume that the malicious

node nmB
randomly chooses the option to match with the counter value at nc or nb.

In the view point of nb, it could be in one of fives states based on the counter value

announced by nmB
:

1. nmB
announces FmB

:

(a) (FmB
−Detth) ≤ Ob ≤ FmB

⇒ normal

(b) 0 ≤ Ob < (FmB
−Detth) ⇒ not sure

2. nmB
announces Mrec,nc

:

(a) Mrec,nc
< Ob ≤ FmB

⇒ detected by the LazyDog

(b) (Mrec,nc
−Detth) ≤ Ob ≤ Mrec,nc

⇒ good

(c) 0 ≤ Ob < (Mrec,nc
−Detth) ⇒ not sure

The probability that nb overhears at least Mrec,nc
+1 packets (case 2.a) can be ex-

pressed as,

P2.a =

FmB∑
i=Mrec,nc+1

(
FmB

i

)
(1− Cls)

i · (Cls)
FmB

−i (6.13)

In the view point of nc, however, it could be in one of four states based on the

counter announced by nmB
:

79



Texas Tech University, Cong Pu, August 2016

0.2 0.23 0.26 0.29 0.32 0.35 0.38 0.41
Monitor Probability

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

D
et

ec
tio

n 
R

at
e

SlyDog

(a) Detection Rate of SlyDog

1 2 3 4 5 6
Number of Dropped Packets

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

D
et

ec
tio

n 
R

at
e

LazyDog

(b) Detection Rate of LazyDog

Figure 6.9. The detection rate against monitor probability and the number of dropped
packets.

3. nmB
announces FmB

:

(a) (FmB
−Detth) ≤ Rc ≤ FmB

⇒ normal

(b) 0 ≤ Rc < (FmB
−Detth) ⇒ detected by the LazyDog

4. nmB
announces Mrec,nc

:

(a) (Mrec,nc
−Detth) ≤ Rc ≤ Mrec,nc

⇒ normal

(b) 0 ≤ Rc < (Mrec,nc
−Detth) ⇒ not sure

The probability that nc receives less than (FmB
−Detth) number of packets (case 3.b)

can be expressed as,

P3.b =

η=(FmB
−Detth−1)∑
i=0

(
η

i

)
(1− Cls)

i · (Cls)
η−i (6.14)

Thus, the detection rate of the LazyDog can be expressed as,

Pdetect LazyDog =
P2.a + P3.b

2
(6.15)

In Fig. 6.9, based on the aforementioned analysis, we show the impact of monitor

probability and the number of dropped packets on the detection rate of SlyDog and
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LazyDog, respectively. Here, we use the following parameters: r = 3, Pa = 67%, Cls =

5%, Detth = 2 and FmB
= 10. In Subfig. 6.9(a), the detection rate of SlyDog increases

linearly as the monitor probability increases, because the node has more chances to

perform the SlyDog on the suspected node and detects more forwarding misbehaviors

with larger monitor probability. In Subfig. 6.9(b), the number of dropped packets

does not affect the detection rate of LazyDog much. This is because it is hard to detect

whether the packets are dropped by malicious node or lost during the transmission

due to a bad channel quality.

Table 6.1. Simulation Parameters of EYES
Parameter Value

Network area 200×200 m2

Number of nodes 150
Number of malicious nodes along the route 1 or 2
Channel error rate 5%
Radio data rate 250 Kbps
Packet injection rate 0.33 or 0.66 pkt/sec
Packet size 1 KByte
Packet drop rate of HCD and Watchdog 30%
Radio range 12.3 m
Radio model CC2420
Simulation time 1000 secs
Active time period 50 to 80 secs
Harvest time period 15 to 40 secs

6.6 Simulation Testbed

We conduct extensive simulation experiments using the OMNeT++ [41] to evaluate

the performance of proposed approach. A 200×200 (m2) rectangular network area is

considered, where 150 nodes are uniformly distributed. The communication range of

each node is 12.3 (m). The radio model simulates CC2420 with a normal data rate

of 250 Kbps [42], and the channel error rate is set to 5%. A single node generates

data traffic with injection rate 0.33 or 0.66 (pkt/sec) and the data packet size is 1

KByte. The inter-arrival time of traffic is assumed to be exponentially distributed.

The total simulation time is 1,000 seconds. The periods of active and harvest states

vary between 50 to 80 (secs) and 15 to 40 (secs), respectively. In the proposed
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approach, two malicious nodes are consecutively located along the forwarding path

between packet sender and the sink, in which malicious nodes are assumed to monitor

network traffic and local network condition, and then perform selective forwarding

attacks cooperatively without being detected.

For performance comparison, we compare our proposed schemes SlyDog and Lazy-

Dog, called EYES, with a hop-by-hop cooperative detection scheme, called HCD [38],

which is the first countermeasure to selective forwarding attack in EHNets. The pro-

posed EYES is also compared with the well-known Watchdog [17]. We adjust and

implement the Watchdog with a single and two consecutively located malicious nodes,

denoted as 1-M and 2-M, respectively. Here, a malicious node is set to randomly drop

received packets with 30% dropping rate in the HCD and Watchdog. The simulation

parameters are summarized in Table 6.1.

6.7 Simulation Results

Detection Rate: We first measure the detection rate by changing harvest time

(th), packet injection rate (rpkt) and δ in Subfigs. 6.10(a) and (b). In Subfig. 6.10(a),

under rpkt = 0.33 (pkt/sec), as th increases, the detection rates of both EYES and

HCD increase while that of the Watchdog decreases. In the Watchdog, each node

passively changes its state between active and harvest and monitors the forwarding

behavior only during active state. As th increases, more nodes stay in harvest state

for longer time period and the detection rate decreases even though malicious nodes

can drop packets with 30% dropping rate. Thus, lower detection rate is observed

with two malicious nodes located consecutively in the forwarding path, because more

packets are dropped by two malicious nodes and these forwarding misbehaviors can-

not be detected. Both EYES and HCD show higher detection rate than that of the

Watchdog in high th. This is because the SlyDog can actively disguise each node

as an energy harvesting node and monitor any forwarding behavior of its adjacent

nodes, or exchange the trace information with its adjacent nodes, and detect more

forwarding misbehaviors. In particular, the EYES shows higher detection rate than

that of the HCD because prior uncertain packet forwarding operations can be verified

by the LazyDog, and more forwarding misbehaviors can be detected. In the HCD, the

detection rate increases slowly compared to that of the EYES, because the forwarding
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Figure 6.10. The performance impact against energy harvest rate, number of mali-
cious nodes, packet injection rate and δ.

probability of the malicious node is reduced whenever a forwarding misbehavior is

detected. Since the malicious node seldom receives the packet, the forwarding misbe-

haviors of malicious node can be significantly reduced. In the EYES, the detection

rate increases as δ increases. This is because monitor probability (p) increases quickly

with larger δ and thus, nodes have more chances to disguise themselves as an energy

harvesting node and detect more forwarding misbehaviors. In Subfig. 6.10(b), overall

detection rates of the EYES and HCD increase with rpkt = 0.66 (pkt/sec), because

more packets are forwarded to malicious node with larger rpkt, and then more packets

are dropped by malicious node but these forwarding misbehaviors can be detected

by the EYES and HCD. The EYES still shows the best performance as th increases

compared to that of HCD and Watchdog.
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Detection Latency: Second, the detection latency is measured by changing th,

rpkt, and δ in Subfigs. 6.10(c) and (d). As th increases, more nodes are in harvest

state and more vulnerable cases are witnessed, i.e., Subfigs. 6.2(c), (d), (e) and (f).

In Subfig. 6.10(c), the EYES achieves the lowest detection latency compared to the

HCD and Watchdog. This is because adjacent nodes of malicious nodes can disguise

themselves as an energy harvesting node, counterfeit vulnerable cases, and finally

detect more forwarding misbehaviors. With higher δ, the detection latency decreases

because nodes can frequently disguise themselves and monitor any forwarding op-

eration. The LazyDog also helps to reduce the detection latency by detecting the

uncertain forwarding behavior of malicious nodes. The EYES can also quickly iso-

late malicious nodes in the network. Unlike the proposed EYES, the HCD shows

higher detection latency for entire th. In the HCD, each packet sender can detect

the forwarding misbehavior of suspected node only after receiving a Mode2 packet

broadcasted from its adjacent nodes. Upon receiving the Mode packet, the sender up-

dates the states of its neighbor nodes and searches whether there was any forwarding

operation while any forwardee node was in harvest state. The Watchdog shows the

highest detection latency because nodes can only detect the forwarding misbehavior

in active state. In Subfig. 6.10(d), under higher packet injection rate 0.66 (pkt/sec),

overall detection latencies decrease. However, the best performance is still achieved

in the EYES and the detection latency decreases quickly compared to that of the

HCD and Watchdog.

Packet Delivery Ratio: Third, we measure the packet delivery ratio (PDR) by

varying th, rpkt and δ in Fig. 6.11. For the purpose of performance comparison, we

deploy a no malicious node case under different rpkt, denoted as 0-M, to see the upper

bound of average PDR (about 98% or more). In this case, every node cooperatively

forwards the received packet to the sink. The Watchdog is not sensitive to th and

packet injection rate but to 30% dropping rate, and the PDR is fluctuating about

68% and 47% with a single (1-M) and two (2-M) malicious nodes, respectively. This

is because the malicious node can stay in active state for an extended period but

only randomly drops the packet with 30% dropping rate. In Subfig. 6.11(a), the

EYES with one (1-M) and two (2-M) malicious nodes shows higher and lower PDR

2In [38], a node broadcasts a Mode packet whenever it changes its state. This is similar to a State

packet in this research.
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Figure 6.11. The packet delivery ratio against energy harvest rate, packet injection
rate and δ.

than that of the HCD with a single malicious node, respectively. This is because two

malicious nodes located consecutively can collude together and intentionally drop

more packets without being detected. Unlike the Watchdog, the HCD can reduce

the number of forwarding misbehaviors by decreasing the probability of malicious

node being chosen as a forwardee node. Thus, the HCD shows higher PDR than

that of the Watchdog with a single malicious node. The HCD also shows lower PDR

than that of the EYES with a single malicious node. This is because the malicious

node only performs the undetected forwarding misbehavior in the EYES, while the

malicious node in the HCD randomly drops the received packet with 30% dropping

rate. In Subfig. 6.11(b), overall PDRs decrease with higher packet injection rate 0.66

(pkt/sec) because more packets are dropped by malicious nodes due to more number

of generated packets in the network.

Energy Consumption: Fourth, we measure energy consumption in terms of

the number of overheard forwarding misbehaviors of malicious nodes [50] in Subfigs.

6.12(a) and (b). An overheard forwarding misbehavior occurs when a malicious node

forwards a packet to a legitimate node which is in harvest state, resulting in packet

loss. As th increases in Subfig. 6.12(a), malicious nodes have more chances to forward

packets to the nodes in harvest state and reveal forwarding misbehaviors frequently.

However, this forwarding misbehavior can be detected by the SlyDog and then the

energy consumption of detection increases. With larger δ, nodes have more chances
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Figure 6.12. The energy consumption and monitor probability against energy harvest
rate, packet injection rate and δ.

to disguise themselves as an energy harvesting node, monitor any forwarding mis-

behavior, and consume more energy. In Subfig. 6.12(b), more energy consumption

is observed with higher packet injection rate, because more packets are dropped by

malicious nodes but these forwarding misbehaviors can be detected, which consumes

more energy. Thus, the EYES can efficiently utilize the harvested energy to monitor

and detect the forwarding misbehaviors of malicious nodes.

Monitor Probability: Fifth, we observe the changes of monitor probability (p)

in the presence of two malicious nodes with different weights (δ = 0.03 or 0.05)

over simulation period in the EYES as shown in Subfig. 6.12(c). Whenever a node

detects a forwarding misbehavior, it increases the monitor probability (p) of suspected

node by δ. With larger δ, malicious nodes are monitored more often and thus, their

forwarding misbehaviors are detected that leads to quick isolation from the network.

For example, the monitor probabilities of malicious nodes nmA
and nmB

(see Subfig.

6.5(a)) reach to 1.0 at 580 and 180 seconds with δ = 0.05, respectively. This indicates

that any forwarding operation of two malicious nodes is suspected and monitored.

Note that the monitor probability of nmB
reaches to 1.0 earlier than that of nmA

with

different δ. Since the prior packet sender of nmB
is nmA

, nmB
tends to perform more

forwarding misbehaviors for possible collusion.

Impact of Harvest Time and δ: Finally, we measure the total time periods

of nodes staying in active and harvest states in the HCD and EYES by changing

th and δ over the simulation period as shown in Subfigs. 6.13(a), (b), and (c). In
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Figure 6.13. The performance of total active and harvest time periods against energy
harvest rate and δ.

the HCD, since each node does not perform any monitoring operation during the

harvest state, total harvest time period increases linearly as th increases in Subfig.

6.13(a). In the EYES, however, total harvest time period in Subfig. 6.13(b) increases

quickly compared to that of the HCD in Subfig. 6.13(a). Since nodes actively disguise

themselves as an energy harvesting node and pretend not to overhear, longer harvest

time period is observed in the EYES. With larger δ = 0.05 in Subfig. 6.13(c), more

harvest time period is observed than that of δ = 0.03 in Subfig. 6.13(b). This is

because larger δ increases the monitor probability quickly, more nodes frequently

disguise themselves as an energy harvesting node.

In this section, we discuss the proposed approach in terms of features and constrains

and explore a possible extension. We also investigate its immunity to other attacks

in EHNets.

6.8 Features and Constraints

The EYES is designed based on three desirable features. First, each node can

actively disguise itself as an energy harvesting node to stealthily monitor the for-

warding operation of its adjacent nodes. This active detection technique can detect

more forwarding misbehaviors within a short time period, then the malicious node

can be quickly excluded from participating the forwarding operation in the network.

Second, monitor probability indicates how actively a node monitors the forwarding

operation of suspected node, and it increases when a forwarding misbehavior is de-
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tected. This incremental monitor probability can significantly increase detection rate

and reduce detection latency simultaneously, because nodes have more chances to

disguise themselves as an energy harvesting node and detect more forwarding misbe-

haviors. Third, since the node cannot make sure whether the forwarded packet from

its adjacent node has been successfully received by its two-hop neighbor node, each

node periodically requests its adjacent node to broadcast the number of forwarded

packets to its two-hop neighbor node. Thereby, any prior uncertain forwarding oper-

ations can be verified.

However, there are a few constraints that need to be further considered. First, the

major detection operation of the SlyDog is based on an implicit monitoring technique.

In a sparse network, for example in Fig. 6.5, if na only has one forwarding node nmA

which colludes with nmB
, it would be hard to detect any forwarding misbehavior of

nmA
. This is because there are no other neighbor nodes except for na to observe

the forwarding misbehavior of nmA
. Second, due to the nature of charge-and-spend

energy harvesting policy, malicious nodes still have a chance to perform forwarding

misbehaviors without being detected, if their neighbor node has to switch to real

harvest state for energy capture.

6.9 Potential Enhancements

In this research, we plan to explore a possible extension to see the full potential of

the proposed approach.

6.9.1 Dummy Packets

In the SlyDog, each node actively pretends not to overhear on-going communication

of its adjacent nodes, but in fact monitors the forwarding activities to detect a lurking

deep malicious node. The monitor probability of the suspected node increases if the

forwarding misbehavior is detected, and the suspected node has more chances to

be monitored later. Thus, we plan to extend the SlyDog by making the packet

sender intentionally distribute dummy packets to the suspected node when there is

no on-going packet transmission. Thus, we can lure the suspected node to show its

forwarding misbehavior for detection.
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6.9.2 Bypass Retransmission

We also plan to deploy a bypass retransmission technique in the SlyDog to quickly

recover unexpected packet losses due to the forwarding misbehavior. For example, if

a node detects a forwarding misbehavior or packet drop from the suspected node, it

retransmits its cached data packet by selecting an alternative forwarding path [52, 53]

to avoid the suspected node.

6.10 Applicability to Other Attacks

We further investigate the proposed approach whether it is immune to two other

well-known attacks: (i) limited transmission power attack; and (ii) receiver collisions

attack [17].

6.10.1 Limited Transmission Power Attack

A malicious node may drop a packet on purpose by transmitting it with reduced

transmission power to exclude the legitimate next-hop node from its communication

range. This attack is similar to a selective forwarding attack and it can be detected

by the EYES. For example, in Subfig. 6.5(e), suppose nmA
forwards a data packet

to nmB
. nb overhears this packet transmission, chooses not to perform the SlyDog

on nmB
, and stays in active state. Then nmB

may forward the packet by carefully

reducing the communication range that does not reach to nc but can be overheard

by nb. In the LazyDog, since nb periodically requests its adjacent node (i.e, nmB
) to

advertise the number of packets forwarded to its two-hop neighbor node (i.e., nc), this

forwarding misbehavior can be detected by either nb or nc through simple comparison.

6.10.2 Receiver Collisions Attack

A malicious node may create a packet collision at the receiver on purpose by si-

multaneously sending any packet with the packet sender. It is not trivial to avoid

receiver collisions attack but this attack can be detected by the EYES. For example,

in Subfig. 6.5(d), suppose na sends a data packet to nmA
and nmB

also simultaneously

sends any packet to nmA
. Then nmA

fails to receive the packet due to the collision. In

the EYES, after nb overhears the packet transmission from na to nmA
, nb will monitor

the following forwarding operation of nmA
no matter whether it performs the SlyDog
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on nmA
. Since the packet is lost at nmA

, nb cannot overhear it forwarded from nmA

before its timer expires. Thus, nb will prosecute the forwarding misbehavior of nmA
.

6.11 Summary

In this research, we investigated the forwarding misbehavior and its countermea-

sure in the realm of EHNets. Under the charge-and-spend harvesting policy, a set

of adversarial scenarios is created and analyzed, and its potential vulnerabilities are

also identified. We proposed a countermeasure, called EYES, to efficiently detect the

forwarding misbehaviors of multiple malicious nodes in the EHNets. The EYES is

the combination of inducement- and monitor-based approaches to quickly identify the

lurking deep malicious nodes and isolate them from the network. Extensive simula-

tion results indicate that the proposed countermeasure can improve performance in

terms of detection rate, detection latency, and PDR compared to prior approaches,

the HCD and Watchdog. To see the full potential of the proposed techniques, we plan

to investigate a light-weight countermeasure approach [30] to detect the forwarding

misbehavior of malicious nodes in the EHNets. Unlike the proposed countermeasure,

we try to minimize the number of nodes involved in monitoring the forwarding oper-

ations of adjacent nodes. We also plan to design an analytical model and focus on

the false detection rate.
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CHAPTER 7

CONCLUSION AND FUTURE WORK

Due to the unavoidable battery replacement or replenishment, diverse energy har-

vesting techniques have been integrated with Wireless Sensor Networks (WSNs) to

overcome limited battery power and extend the network lifetime. However, variable

transmission power levels based on non-uniform energy harvesting rates can incur

asymmetric links. Due to the lack of centralized coordination, physical protection,

and security requirements of inherent network protocols, wireless sensor networks

(WSNs) are vulnerable to diverse denial-of-service (DoS) attacks that primarily tar-

get service availability by disrupting network routing protocols or interfering with

on-going communications. This dissertation research proposes the algorithms and

communication protocols as a holistic approach to the exploitation of energy harvest-

ing motivated networks. We investigate four major research issues. First, light-weight

forwarding protocols are proposed to reliably deliver sensory data over time-varying

asymmetric links in EHNets. A weighted confirmation scheme, a lazy confirmation

scheme, and an asymmetric link aware backoff mechanism are suggested. We eval-

uated their performance through extensive simulation experiments, compared them

with an modified conventional explicit acknowledgment scheme, and showed that

the proposed forwarding protocols is a viable approach in EHNets. Second, we pro-

pose a light-weight countermeasure, called SCAD, to a selective forwarding attack

in resource-constrained wireless sensor networks (WSNs), where a randomly selected

single checkpoint node is deployed to detect forwarding misbehaviors. The proposed

countermeasure is integrated with timeout and hop-by-hop retransmission techniques

to efficiently cover unexpected packet losses due to the forwarding misbehavior or bad

channel quality. In the SCAD, a single checkpoint-assisted approach incorporated

with timeout and retransmission techniques can efficiently improve the detection rate

as well as reduce the energy consumption, false detection rate, and successful drop

rate. The SCAD can achieve more than 90% PDR with less energy consumption

compared to prior CHEMAS and CAD schemes. Third, we propose a new counter-

measure, called camouflage-based active detection, to a selective forwarding attack in

EHNets. Four adversarial scenarios motivated by energy harvesting and their poten-
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tial forwarding vulnerabilities are also analyzed. Extensive simulation results indicate

that the proposed countermeasure achieves better performance in terms of detection

rate and detection latency compared to the existing hop-by-hop cooperative detection

scheme, and suggests a new approach to detect lurk deep malicious nodes in EHNets.

Finally, we further extend the camouflage-based active detection to monitor multiple

malicious nodes and to detect the forwarding misbehaviors of lurking deep malicious

nodes. This countermeasure consists of SlyDog and LazyDog schemes and cooper-

atively detects the forwarding misbehavior. The advantages of these techniques are

demonstrated through extensive simulation experiments and mathematical analysis.

Extensive simulation results indicate that the proposed countermeasure can improve

performance in terms of detection rate, detection latency, and PDR compared to prior

approaches, the HCD and Watchdog.

As future work, we plan to work on the following topics:

• Although diverse environmental energy harvesting techniques have been well

studied in civil and mechanical engineering, the design of energy harvesting

sensitive communication algorithms and protocols embedded to the link layer is

still in its infancy. In this topic, I plan to investigate the Power Saving Mecha-

nism incorporating with energy harvesting in the IEEE 802.11 Medium Access

Control (MAC) layer specification, and propose a novel energy harvesting aware

PSM protocol. Note that the 802.11 PSM is originally designed for single-hop

wireless Local Area Networks (LANs) without considering rechargeable batter-

ies. The primary goal of this research is to shift the paradigm of energy man-

agement from conserving limited battery energy to maximizing the utilization

of harvested energy, and ultimately improve the network performance.

• One of the unique characteristics of sensor network is having mobile nodes. A

Mobile Ad Hoc Network (MANET) is a collection of mobile nodes that can

communicate with each other without the use of a predefined infrastructure

or centralized administration. However, MANET is susceptible to selective

blackhole attack, which can be easily launched on reactive protocols such as ad

hoc on-demand distance vector (AODV) and dynamic source routing (DSR).

In this research, I plan to investigate an active detection scheme based on DSR

routing protocol, where a source node actively creates a fictitious node and uses
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its address as a destination address to lure a potential malicious node to send

back a fake route reply packet.

• As mobile nodes equipped with more storage and communication capabilities

become increasingly popular and prevalent, opportunistic mobile networks are

rapidly emerging as an alternative to conventional infrastructure-based commu-

nication. Due to the mobility of nodes, it is not trivial to guarantee end-to-end

path for communication in a constantly varying network topology. In this re-

search topic, I plan to propose a probabilistic cooperative caching technique to

achieve efficient packet delivery in opportunistic mobile networks.
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